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#### Abstract

In this study, a new fourth-order method to compute the Moore-Penrose inverse is proposed. Convergence analysis along with the error estimates of the method is investigated. Every iteration of the method involves four matrix multiplications. A wide set of numerical comparisons of the proposed method with nine higher order methods shows that the average number of matrix multiplications and the average CPU time of our method are considerably less than those of other methods.
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## 1. Introduction

Many higher order iterative methods have been developed to compute the Moore-Penrose inverse of a matrix. Iterative algorithms are a subject of current research (see, e.g., $[10,11,17,21,24]$ ), due to the importance of the topic in engineering and applied problems such as linear equations, statistical regression analysis, filtering, signal and image processing, and control of robot manipulators [5, 9, 14, 16].

In this article, we focus on presenting and demonstrating a new method as fast as possible with a close attention to reducing the computational time. To this end, we investigate a convergent iterative method to find the Moore-Penrose inverse, which could be viewed as an extension of

[^0]the famous Schulz method for such a purpose. It is proved that this method always converges with fourth-order, and every iteration involves four matrix multiplications. A theoretical discussion will also be given to show the behavior of proposed scheme.

In the simple case, when $A$ is a $n \times n$ nonsingular complex matrix, to compute the matrix inverse, various iterative methods, called Schulztype methods, already developed $[1,4,7,10,12,15,18,20,23,24]$, almost all of which are based on iterative solvers for the scalar equation $f(x)=\frac{1}{x}-a=0$ applied to the matrix equation

$$
f(X)=X^{-1}-A=0 .
$$

We should also point out that even if the matrix $A$ is singular, these methods converge to the Moore-Penrose inverse using a proper initial matrix. A full discussion on this feature of this type of iterative methods has been given in $[1,2]$. So, upon this observation, we first assume that matrix $A$ is a $n \times n$ nonsingular matrix.

The rest of this paper is organized as follows. Section 2 is devoted to presenting some existing iterative schemes to find matrix inverse. Also, we propose our new method in Section 2 and prove that it is fourthorder convergent. In Section 3, we show that one can use our method to find the Moore-Penrose inverse. In Section 4, some numerical examples are given to show the performance of the presented method compared with nine higher order methods. Finally, some conclusions are outlined in Section 5.

## 2. Schulz-type iterative methods

Suppose that $A$ is a $n \times n$ nonsingular complex matrix. There are various iterative methods, called Schulz-type methods, to compute $A^{-1}$. In the sequel, we remind some of them.

Perhaps, the most frequently used iterative method to approximate $A^{-1}$ is the famous Newton method

$$
\begin{equation*}
X_{k+1}=X_{k}\left(2 I-A X_{k}\right), \quad k=0,1,2, \ldots, \tag{2.1}
\end{equation*}
$$

originated in [15], in which $I$ is the identity matrix with the same dimension as that of matrix $A$. Note that each iteration of (2.1) involves two matrix multiplications. Schulz in [15] found that the eigenvalues of $I-A X_{0}$ must have magnitudes less than 1 to ensure the convergence. Since the residuals $E_{k}=I-A X_{k}$ in each step (2.1) satisfy $\left\|E_{k+1}\right\| \leq\|A\|\left\|E_{k}\right\|^{2}$, Newton method is a second-order iterative
method [1]. Similarly, in [10] the relation $\left\|A \varepsilon_{k+1}\right\| \leq\left\|A \varepsilon_{k}\right\|^{2}$ is verified for errors of the form $\varepsilon_{k}=X_{k}-A^{-1}$.

Li et al. in [8] investigated the following third-order method, known as Chebyshev method,

$$
\begin{equation*}
X_{k+1}=X_{k}\left(3 I-A X_{k}\left(3 I-A X_{k}\right)\right) \tag{2.2}
\end{equation*}
$$

and also proposed another iterative method to find $A^{-1}$ of the same order as given in

$$
\begin{equation*}
X_{k+1}=X_{k}\left(I+0.5\left(I-A X_{k}\right)\left(I+\left(2 I-A X_{k}\right)^{2}\right)\right) \tag{2.3}
\end{equation*}
$$

We observe that each iteration of (2.2) and (2.3) contain 3 and 4 matrix multiplications, respectively. Toutounian and Soleymani [23] proposed the following fourth-order method that involves 5 matrix multiplications:

$$
\begin{equation*}
\left.X_{k+1}=0.5 X_{k}\left(9 I-A X_{k}\left(16 I-A X_{k}\left(14 I-A X_{k}\left(6 I-A X_{k}\right)\right)\right)\right)\right) \tag{2.4}
\end{equation*}
$$

Krishnamurthy and Sen [6] provided the following fourth-order method that contains 4 matrix multiplications:

$$
\begin{align*}
Y_{k} & =I-A X_{k} \\
X_{k+1} & =X_{k}\left(I+Y_{k}\left(I+Y_{k}\left(I+Y_{k}\right)\right)\right) \tag{2.5}
\end{align*}
$$

As another example, a ninth-order method, could be presented as
$X_{k+1}=X_{k}\left(I+Y_{k}\left(I+Y_{k}\left(I+Y_{k}\left(I+Y_{k}\left(I+Y_{k}\left(I+Y_{k}\left(I+Y_{k}\left(I+Y_{k}\right)\right)\right)\right)\right)\right)\right)\right.$.
The number of matrix multiplications of the above method can be reduced from 9 to 7 if it is rewritten as follows:

$$
\begin{align*}
B_{k} & =Y_{k}^{2}, \\
C_{k} & =B_{k}^{2},  \tag{2.6}\\
D_{k} & =C_{k}^{2}, \\
X_{k+1} & =X_{k}\left(\left(I+Y_{k}\right)\left(I+B_{k}\right)\left(I+C_{k}\right)+D_{k}\right) .
\end{align*}
$$

Soleymani et al. [19] provided the following sixth-order method that contains 5 matrix multiplications:

$$
\begin{align*}
B_{k} & =A X_{k} \\
S_{k} & =B_{k}\left(-I+B_{k}\right)  \tag{2.7}\\
X_{k+1} & =X_{k}\left(2 I-B_{k}\right)\left(3 I-2 B_{k}+S_{k}\right)\left(I+S_{k}\right)
\end{align*}
$$

Soleymani and Stanimirović [18] investigated the following ninth-order method that has 7 matrix multiplications in each iteration:

$$
\begin{align*}
B_{k} & =A X_{k} \\
S_{k} & =-7 I+B_{k}\left(9 I+B_{k}\left(-5 I+B_{k}\right)\right)  \tag{2.8}\\
T_{k} & =B_{k} S_{k} \\
X_{k+1} & =-0.125 X_{k} S_{k}\left(12 I+T_{k}\left(6 I+T_{k}\right)\right) .
\end{align*}
$$

Also, Soleymani et al. [20] proposed another ninth-order method, again involving 7 matrix multiplications in each iteration, as

$$
\begin{align*}
B_{k} & =A X_{k} \\
S_{k} & =3 I+B_{k}\left(-3 I+B_{k}\right)  \tag{2.9}\\
T_{k} & =B_{k} S_{k} \\
X_{k+1} & =-\frac{1}{9} X_{k} S_{k}\left(-29 I+T_{k}\left(33 I+T_{k}\left(-15 I+2 T_{k}\right)\right)\right) .
\end{align*}
$$

Remark 2.1. All of the above methods are initiated by

$$
\begin{equation*}
X_{0}=\alpha A^{*}, \quad 0<\alpha<\frac{2}{\sigma_{1}^{2}}, \tag{2.10}
\end{equation*}
$$

in which $\sigma_{1}$ denote the largest singular value of $A$. There are another choices for $X_{0}$ too. A discussion on choosing the initial approximation $X_{0}$ is given in $[2,11]$. Perhaps, in general case, the simplest choice for $X_{0}$ is

$$
\begin{equation*}
X_{0}=\alpha A^{*}, \tag{2.11}
\end{equation*}
$$

in which $\alpha$ is an appropriate constant.

Beside the above methods, we investigate our method to find MoorePenrose inverse as follows:

$$
X_{k+1}=X_{k}\left[9 I-26\left(A X_{k}\right)+34\left(A X_{k}\right)^{2}-21\left(A X_{k}\right)^{3}+5\left(A X_{k}\right)^{4}\right] .
$$

We can rewrite our method in the way

$$
\begin{align*}
B_{k} & =A X_{k} \\
C_{k} & =B_{k}^{2}  \tag{2.12}\\
X_{k+1} & =X_{k}\left[9 I-26 B_{k}+C_{k}\left(34 I-21 B_{k}+5 C_{k}\right)\right] .
\end{align*}
$$

Note that every iteration of the method (2.12) involves four matrix multiplications. In the sequel, we prove that the method (2.12) is fourthorder convergent.

Let us consider the following singular value decomposition of the matrix $A$ :

$$
\begin{equation*}
A=U S V^{*}, \quad S=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right), \quad \sigma_{1} \geq \cdots \geq \sigma_{n}>0 \tag{2.13}
\end{equation*}
$$

where $U$ and $V$ are unitary matrices. Using

$$
\begin{equation*}
X_{0}=\beta A^{*}, \tag{2.14}
\end{equation*}
$$

in which $\beta$ is a constant, we can deduce that each iterate of the method (2.12) has a singular value decomposition of the form

$$
X_{k}=V S_{k} U^{*}, \quad S_{k}=\operatorname{diag}\left(s_{1}^{(k)}, \ldots, s_{n}^{(k)}\right)
$$

where

$$
S_{0}=\beta S,
$$

and

$$
\begin{equation*}
S_{k+1}=S_{k}\left[9 I-26 S S_{k}+34\left(S S_{k}\right)^{2}-21\left(S S_{k}\right)^{3}+5\left(S S_{k}\right)^{4}\right] . \tag{2.15}
\end{equation*}
$$

Therefore, the diagonal matrices $R_{k}=S S_{k}=\operatorname{diag}\left(r_{1}^{(k)}, \ldots, r_{n}^{(k)}\right)$ satisfy

$$
R_{k+1}:=g\left(R_{k}\right)=9 R_{k}-26 R_{k}^{2}+34 R_{k}^{3}-21 R_{k}^{4}+5 R_{k}^{5},
$$

that means

$$
\begin{equation*}
r_{i}^{(k+1)}=g\left(r_{i}^{(k)}\right)=9 r_{i}^{(k)}-26 r_{i}^{(k) 2}+34 r_{i}^{(k) 3}-21 r_{i}^{(k) 4}+5 r_{i}^{(k) 5} . \tag{2.16}
\end{equation*}
$$

In the following theorem, we show that the sequences (2.16) are fourth-order convergent to $r_{i}=1$ for any $r_{i}^{(0)} \in(0,1+\gamma)$, in which $\gamma$ is a suitable constant.

Theorem 2.2. For any initial point $r^{(0)} \in(0,1+\gamma)$, the sequence $r^{(k+1)}=g\left(r^{(k)}\right)$ is fourth-order convergent to $r=1$, in which the function $g(r)$ is defined by (2.16) and $\gamma=0.53$.

Proof. We can find that the real fixed points and the critical points of $g(r)$ as follows:

$$
\begin{aligned}
& g(r)=r \quad \Longrightarrow r=0,1,1+\gamma, \\
& g^{\prime}(r)=0 \quad \Longrightarrow r=0.36,1,1,1,
\end{aligned}
$$

in which

$$
\gamma=\frac{1}{15}\left[1+\sqrt[3]{316+30 \sqrt{114}}-\frac{14}{\sqrt[3]{316+30 \sqrt{114}}}\right] \approx 0.53
$$

Noting $g^{\prime \prime}(0.36)=-6.55<0$ and $g^{(4)}(1)=96>0$, we can deduce that 0.36 is a local maximizer and 1 is a local minimizer of $g(r)$. On the other hand, $g(0)=0<1=g(1)$ and $g(0.36) \approx 1.13<1+\gamma=g(1+\gamma)$. Therefore, $\underline{r}=0,1$ and $\bar{r}=0.36,1+\gamma$ are minimizer and maximizer of $g(r)$ in the interval $[0,1+\gamma]$, respectively. Moreover, the interval $[0,1+\gamma]$ maps into itself by the function $g(r)$.


FigURE 1. Graphs of the line $y=x$ and the function $y=g(x)$.

Considering an arbitrary initial point $r^{(0)} \in(0,1+\gamma)$, one can easily obtain the following considerations (For clarification, see Figure 1):

- The unique solution of the equation $g(r)=1$ in the interval $[0,1)$ is $\frac{1}{5}$.
- $g(r)$ is increasing in the interval $\left(0, \frac{1}{5}\right)$. Therefore, if $r^{(k)} \in\left(0, \frac{1}{5}\right)$, for some $k$, then there exists an index $k_{0} \geq k$ such that either $r^{\left(k_{0}\right)}=\frac{1}{5}$, and so $r^{\left(k_{0}+1\right)}=1$, or $r^{\left(k_{0}+1\right)} \in\left(\frac{1}{5}, 1\right)$.
- If $r^{(k)} \in\left(\frac{1}{5}, 1\right)$, for some $k$, then $r^{(k+1)} \in(1,1+\gamma)$.
- If $r^{(k)} \in(1,1+\gamma)$, for some $k$, then the sequence $\left\{r^{(k+\ell)}\right\}_{\ell \geq 1} \subseteq$ $[1,1+\gamma)$ is a strictly decreasing sequence converging to $r=1$.

Noting the above considerations, we can conclude that the sequence $r^{(k+1)}=g\left(r^{(k)}\right)$ is convergent to $r=1$. On the other hand,

$$
g^{\prime}(1)=g^{\prime \prime}(1)=g^{\prime \prime \prime}(1)=0
$$

implies that the convergence is fourth-order (See [3]).
Considering Theorem 2.2, we conclude that if $\beta \sigma_{1}^{2}=r_{1}^{(0)} \in(0,1.53)$, then $\beta \sigma_{i}^{2}=r_{i}^{(0)} \in(0,1.53)$, for all $i$, and

$$
\lim _{k \rightarrow \infty} R_{k}=I
$$

Hence,

$$
\lim _{k \rightarrow \infty} S_{k}=S^{-1}
$$

so

$$
\lim _{k \rightarrow \infty} X_{k}=V S^{-1} U^{*}=A^{-1}
$$

Moreover, the order of convergence is four. Therefore, the following theorem is proved.

Theorem 2.3. Consider the nonsingular matrix A, and suppose that $\sigma_{1}^{2}$ denotes the largest singular value of $A$. Moreover, assume that the initial approximation $X_{0}$ is defined by (2.14), in which

$$
\begin{equation*}
0<\beta<\frac{1.53}{\sigma_{1}^{2}} \tag{2.17}
\end{equation*}
$$

Then, the sequence $\left\{X_{k}\right\}_{k \geq 0}$ generated by (2.12) converges to the inverse matrix $A^{-1}$ with fourth-order.

Remark 2.4. Consider the initial matrix $X_{0}$ according to (2.14), with $\beta$ from (2.17). Since $\sigma_{1}^{2}$ is a (the) largest singular value of $A$, we have $\sigma_{1}^{2}=\|A\|_{2}^{2} \leq\|A\|_{1}\|A\|_{\infty}$. Therefore, the selection

$$
\begin{equation*}
\beta=\frac{1}{\|A\|_{1}\|A\|_{\infty}} \tag{2.18}
\end{equation*}
$$

satisfies both in (2.17) and (2.10).

## 3. Moore-Penrose inverse

The Moore-Penrose inverse of a $m \times n$ complex matrix $A$, denoted by $A^{\dagger}$, is a unique $n \times m$ matrix $X$ satisfying the following four Penrose equations:

$$
\begin{equation*}
A X A=A, \quad X A X=X, \quad(A X)^{*}=A X, \quad(X A)^{*}=X A, \tag{3.1}
\end{equation*}
$$

where $A^{*}$ is the conjugate transpose of $A$.
Now, suppose that $\operatorname{rank}(A)=r \leq \min \{m, n\}$ and consider the singular value decomposition of $A$ as follows:

$$
A=U\left[\begin{array}{ll}
S & 0 \\
0 & 0
\end{array}\right] V^{*}, \quad S=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right), \quad \sigma_{1} \geq \cdots \geq \sigma_{r}>0
$$

It is well known that

$$
A^{\dagger}=V\left[\begin{array}{cc}
S^{-1} & 0 \\
0 & 0
\end{array}\right] U^{*}
$$

Let us now extend the contributed method (2.12) for calculating the Moore-Penrose inverse $A^{\dagger}$. That is, we must analytically reveal that the sequence $\left\{X_{k}\right\}_{k \geq 0}$ generated by the iterative Schulz-type method (2.12), tends to the Moore-Penrose inverse as well.

Using mathematical induction, it would be easy to check that the iterates produced at each cycle of (2.12) satisfy the following relations:

$$
\begin{array}{ll}
\left(A X_{k}\right)^{*}=A X_{k}, & \\
\left.A^{\dagger} A X_{k} A\right)^{*}=X_{k} A, &  \tag{3.2}\\
X_{k} A A^{\dagger}=X_{k}
\end{array}
$$

If we take $X_{0}=\beta A^{*}$, which $\beta$ is defined by (2.17), then

$$
X_{0}=\alpha A^{*}=V\left[\begin{array}{cc}
S_{0} & 0 \\
0 & 0
\end{array}\right] U^{*}
$$

where

$$
S_{0}=\beta S .
$$

is a diagonal matrix. Therefore,

$$
V^{*} X_{0} U=\left[\begin{array}{cc}
S_{0} & 0 \\
0 & 0
\end{array}\right] .
$$

Now, the principle of mathematical induction and (3.2) lead to

$$
V^{*} X_{k} U=\left[\begin{array}{cc}
S_{k} & 0  \tag{3.3}\\
0 & 0
\end{array}\right],
$$

in which $S_{k}$ is a diagonal matrix satisfying the following relation:

$$
\begin{equation*}
S_{k+1}=S_{k}\left[9 I-26 S S_{k}+34\left(S S_{k}\right)^{2}-21\left(S S_{k}\right)^{3}+5\left(S S_{k}\right)^{4}\right] . \tag{3.4}
\end{equation*}
$$

This is the same as (2.15) and the proof of the Theorem 2.2 show that

$$
\lim _{k \rightarrow \infty} S_{k}=S^{-1}
$$

Therefore,

$$
\lim _{k \rightarrow \infty} X_{k}=V\left(\begin{array}{rr}
\mathrm{S}^{-1} & 0 \\
0 & 0
\end{array}\right) U^{*}=A^{\dagger}
$$

Moreover, the order of convergence is four. Hence, we have the following theorem.

Theorem 3.1. Let $A$ be a $m \times n$ complex matrix of rank $r$ and suppose that $\sigma_{1}$ is the largest singular value of $A$. Moreover, assume that the initial approximation $X_{0}$ is defined by (2.14), in which $\beta$ is defined by (2.17). Then, the sequence $\left\{X_{k}\right\}_{k \geq 0}$ generated by (2.12) converges to the Moore-Penrose inverse $A^{\dagger}$ with fourth-order.

Remark 3.2. If $m \leq n$, then we apply (2.12) in the same form, in which $I$ denotes the $m \times m$ identity matrix. On the other hand, for case $m>n$ we must apply (2.12) with $A^{*}$ instead of $A$ and use the $n \times n$ identity matrix. So, for the case $m>n$, we compute $\left(A^{*}\right)^{\dagger}$, that is $\left(A^{\dagger}\right)^{*}$.

We can study the convergence properties of the algorithm (2.12) using the error matrix $E_{k}=X_{k}-A^{\dagger}$. The matrix formula representing $E_{k+1}$ is a sum of possible zero-order term consisting of a matrix which does not depend upon $E_{k}$, one or more first-order matrix terms in which $E_{k}$ or $E_{k}^{*}$ appears only once, one or more second-order terms in which $E_{k}$ and $E_{k}^{*}$ appear at least twice, and so on [13]. To compute error estimates, first note that

$$
A^{\dagger} A E_{k}=E_{k}, \quad E_{k} A A^{\dagger}=E_{k}
$$

according to (3.2). Therefore,

$$
\begin{aligned}
X_{k}\left(A X_{k}\right)= & A^{\dagger}+2 E_{k}+E_{k} A E_{k}, \\
X_{k}\left(A X_{k}\right)^{2}= & A^{\dagger}+3 E_{k}+3 E_{k} A E_{k}+\left(E_{k} A\right)^{2} E_{k}, \\
X_{k}\left(A X_{k}\right)^{3}= & A^{\dagger}+4 E_{k}+6 E_{k} A E_{k}+4\left(E_{k} A\right)^{2} E_{k}+\left(E_{k} A\right)^{3} E_{k}, \\
X_{k}\left(A X_{k}\right)^{4}= & A^{\dagger}+5 E_{k}+10 E_{k} A E_{k}+10\left(E_{k} A\right)^{2} E_{k}+5\left(E_{k} A\right)^{3} E_{k} \\
& \quad+\left(E_{k} A\right)^{4} E_{k} .
\end{aligned}
$$

Now, substituting $X_{k}=A^{\dagger}+E_{k}$ in (2.12) results in

$$
\begin{aligned}
A^{\dagger}+E_{k+1}= & X_{k+1} \\
= & 9 X_{k}-26 X_{k} A X_{k}+34 X_{k}\left(A X_{k}\right)^{2}-21 X_{k}\left(A X_{k}\right)^{3} \\
& \quad+5 X_{k}\left(A X_{k}\right)^{4} \\
= & A^{\dagger}+7\left(E_{k} A\right)^{3} E_{k}+8\left(E_{k} A\right)^{4} E_{k},
\end{aligned}
$$

such that

$$
\begin{equation*}
E_{k+1}=7\left(E_{k} A\right)^{3} E_{k}+8\left(E_{k} A\right)^{4} E_{k} \tag{3.5}
\end{equation*}
$$

Hence, we have the following theorem.
Theorem 3.3. Let $A$ be a $m \times n$ nonzero complex matrix. If the initial approximation $X_{0}$ is defined by (2.14), with $\beta$ from (2.17), then

$$
\left\|A\left(X_{0}-A^{\dagger}\right)\right\|<1
$$

and iterative method (2.12) converges to $A^{\dagger}$ with fourth-order. Its first, second, third, fourth and fifth order error terms are given by

$$
\begin{align*}
& \text { error }_{1}=\text { error }_{2}=\text { error }_{3}=0, \\
& \text { error }_{4}=7\left(E_{k} A\right)^{3} E_{k},  \tag{3.6}\\
& \text { error }_{5}=8\left(E_{k} A\right)^{4} E_{k} .
\end{align*}
$$

in which $E_{k}=X_{k}-A^{\dagger}$ denotes the error matrix.
Proof. Take $P=A A^{\dagger}$ and $S=I-A X_{0}$. Then, $P^{2}=P$ and

$$
\begin{aligned}
P S & =A A^{\dagger}\left(I-A X_{0}\right)=A A^{\dagger}-A X_{0} \\
& =A A^{\dagger}-A X_{0} A A^{\dagger}=\left(I-A X_{0}\right) A A^{\dagger}=S P .
\end{aligned}
$$

On the other hand, it is proved [22] that for $n \times n$ matrices $M$ and $N$ such that $M^{2}=M$ and $M N=N M$, one has

$$
\rho(M N) \leq \rho(N)
$$

Consequently, we attain

$$
\begin{aligned}
\rho\left(A\left(X_{0}-A^{\dagger}\right)\right) & =\rho\left(A\left(\beta A^{*}-A^{\dagger}\right)\right) \\
& \leq \rho\left(I-\beta A A^{*}\right) \\
& =\max _{1 \leq i \leq r}\left|1-\lambda_{i}\left(\beta A A^{*}\right)\right| \\
& =\max _{1 \leq i \leq r}\left|1-\beta \sigma_{i}^{2}\right| .
\end{aligned}
$$

By using (2.17), we conclude that

$$
\left\|A E_{0}\right\|=\left\|A\left(X_{0}-A^{\dagger}\right)\right\| \leq \rho\left(A\left(X_{0}-A^{\dagger}\right)\right) \leq \max _{1 \leq i \leq r}\left|1-\beta \sigma_{i}^{2}\right|<1 .
$$

Now, we can immediately derive (3.6) from (3.5). Furthermore, (3.5) results in

$$
A E_{k+1}=7\left(A E_{k}\right)^{4}+8\left(A E_{k} A\right)^{5}
$$

Hence,

$$
\left\|A E_{k+1}\right\| \leq\left(7+8\left\|A E_{k}\right\|\right)\left\|A E_{k}\right\|^{4}
$$

and therefore $\left\|A E_{k}\right\| \rightarrow 0$, since $\left\|A E_{0}\right\|<1$. On the other hand,

$$
\left\|E_{k+1}\right\|=\left\|A^{\dagger} A E_{k+1}\right\| \leq\left\|A^{\dagger}\right\|\left\|A E_{k+1}\right\| \leq\left\|A^{\dagger}\right\|\left(7+8\left\|A E_{k}\right\|\right)\left\|A E_{k}\right\|^{4}
$$

results in

$$
\left\|E_{k+1}\right\| \leq\left[\left\|A^{\dagger}\right\|\|A\|^{4}\left(7+8\|A\|\left\|E_{k}\right\|\right)\right]\left\|E_{k}\right\|^{4}
$$

Consequently, $X_{k} \rightarrow A^{\dagger}$ and the order of convergence is four.

## 4. Numerical experiments

In this section, we will make some numerical comparisons of our proposed method (2.12) with other methods presented here. To this end, we focus on the total number of matrix multiplications and CPU times required for convergence. Table 1 denotes convergence order and number of matrix multiplications in any iteration of different methods.

Table 1. Convergence order and number of matrix multiplications for different methods

| Method | $(2.1)$ | $(2.2)$ | $(2.3)$ | $(2.4)$ | $(2.5)$ | $(2.6)$ | $(2.7)$ | $(2.8)$ | $(2.9)$ | $(2.12)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Convergence <br> order | 2 | 3 | 3 | 4 | 4 | 9 | 6 | 9 | 9 | 4 |
| Matrix <br> multiplications | 2 | 3 | 4 | 5 | 4 | 7 | 5 | 7 | 7 | 4 |

We present three different types of tests. Test 1 is devoted to comparing the schemes to find the inverse of some randomly generated dense square matrices, Test 2 gives some comparison to find the Moore-Penrose inverse of dense matrices, and Test 3 gives some comparison to find the Moore-Penrose inverse of some randomly generated large sparse matrices. All tests were carried out with a Matlab code while the computer specifications are Microsoft Windows XP $\operatorname{Intel}(R)$, Pentium(R) 4, CPU
2.60 GHz , with 2 GB of RAM. We use the initial matrix $X_{0}$ defined in (2.14), with $\beta$ from (2.17). The stop criterion is

$$
\frac{\left\|X_{k+1}-X_{k}\right\|_{\infty}}{1+\left\|X_{k}\right\|_{\infty}}<10^{-7}
$$

and the maximum number of iterations is set to 100 in our written codes as the maximum number of cycle for the methods is considered in comparisons.

Test 1. In this test, we compute the inverse of dense nonsingular square matrix $A$, where 10 matrices of the sizes $m \times m, m=100,200,300,400,500$, are randomly generated as follows:

$$
A=100 \operatorname{rand}(m, m)-10 \operatorname{rand}(m, m) .
$$

Average number of matrix multiplications and average of CPU times required for convergence are listed in Table 2. In this table, DIM, MAT and TIME denote the size of $A$, average values of matrix multiplications and elapsed times in seconds, respectively.

Table 2. Average values of matrix multiplications and elapsed times to compute the inverse of a dense nonsingular square matrix by different methods

| Methods | $(2.1)$ | $(2.2)$ | $(2.3)$ | $(2.4)$ | $(2.5)$ | $(2.6)$ | $(2.7)$ | $(2.8)$ | $(2.9)$ | $(2.12)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DIM:100 $\times 100$ |  |  |  |  |  |  |  |  |  |  |
| MAT | 63.2 | 61.5 | 73.2 | 77.5 | 66.0 | 76.3 | 65.5 | 72.8 | 74.9 | 46.8 |
| TIME | 0.05 | 0.04 | 0.07 | 0.05 | 0.05 | 0.08 | 0.05 | 0.05 | 0.05 | 0.04 |
| DIM:200 $\times 200$ |  |  |  |  |  |  |  |  |  |  |
| MAT | 66.2 | 63.9 | 76.4 | 81.0 | 68.8 | 79.8 | 68.0 | 75.6 | 79.1 | 48.8 |
| TIME | 0.33 | 0.32 | 0.48 | 0.40 | 0.34 | 0.56 | 0.35 | 0.38 | 0.40 | 0.30 |
| DIM:300 $\times 300$ |  |  |  |  |  |  |  |  |  |  |
| MAT | 70.0 | 67.50 | 81.20 | 85.0 | 72.80 | 84.0 | 72.0 | 79.8 | 82.6 | 51.2 |
| TIME | 1.22 | 1.17 | 1.76 | 1.50 | 1.25 | 2.06 | 1.28 | 1.39 | 1.44 | 1.13 |
| DIM:400 $\times 400$ |  |  |  |  |  |  |  |  |  |  |
| MAT | 72.2 | 69.9 | 82.8 | 88.0 | 75.2 | 86.8 | 74.5 | 82.6 | 83.3 | 52.0 |
| TIME | 2.94 | 2.84 | 4.20 | 3.60 | 3.03 | 4.98 | 3.07 | 3.35 | 3.39 | 2.68 |
| DIM:500 $\times 500$ |  |  |  |  |  |  |  |  |  |  |
| MAT | 73.0 | 70.8 | 84.0 | 88.5 | 76.4 | 87.5 | 75.5 | 84.0 | 85.4 | 53.2 |
| TIME | 5.77 | 5.60 | 8.30 | 7.04 | 5.99 | 9.79 | 6.04 | 6.63 | 6.76 | 5.33 |

From Table 2, we can see that our method (2.12) is more better than others both in matrix multiplications and CPU time. The worst one is fourth-order method (2.4). Note that the ninth-order method (2.8) acts like the third-order method (2.3). [Also, the sixth-order method (2.7) acts like the fourth-order method (2.5)]. The third-order method (2.2) and the second-order method (2.1) are better than other higher order
methods, although they are not comparable with our method (2.12). Hence, we can consider the scheme (2.12) as the fastest method.

Test 2. In this test, we compute the Moore-Penrose inverse of randomly generated dense matrix $A$ of the size $m \times n, n=m+50$, as follows:

$$
A=100 \operatorname{rand}(m, n)-10 \operatorname{rand}(m, n)
$$

Again, for each $m=100,200,300,400,500$, we have performed 10 tests and compared the average values of matrix multiplications and elapsed times in seconds. The results of comparisons are reported in Table 3, in terms of the number of matrix multiplications and the computational time (in seconds).

From Table 3, we can see that our method (2.12) is more better than others both in matrix multiplications and CPU time. The worst one is ninth-order method (2.6). Note that the ninth-order method (2.8) acts like the third-order method (2.3). [Also, the sixth-order method (2.7) acts like the fourth-order method (2.5)]. The third-order method (2.2) and the second-order method (2.1) are better than other higher order methods, although they are not comparable with our method (2.12). Hence, we can consider the scheme (2.12) as the fastest method.

Table 3. Average values of matrix multiplications and elapsed times to compute the Moore-Penrose inverse of a dense rectangular matrix by different methods

| Methods | $(2.1)$ | $(2.2)$ | $(2.3)$ | $(2.4)$ | $(2.5)$ | $(2.6)$ | $(2.7)$ | $(2.8)$ | $(2.9)$ | $(2.12)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DIM:100 $\times 150$ |  |  |  |  |  |  |  |  |  |  |
| MAT | 36.2 | 36.0 | 44.0 | 45.0 | 40.0 | 49.0 | 40.0 | 43.4 | 48.3 | 31.6 |
| TIME | 0.04 | 0.03 | 0.04 | 0.04 | 0.03 | 0.05 | 0.04 | 0.04 | 0.04 | 0.04 |
| DIM:200 $\times 250$ |  |  |  |  |  |  |  |  |  |  |
| MAT | 41.6 | 41.4 | 48.0 | 51.0 | 44.0 | 54.6 | 45.0 | 49.0 | 49.7 | 32.0 |
| TIME | 0.26 | 0.24 | 0.33 | 0.28 | 0.24 | 0.40 | 0.26 | 0.27 | 0.27 | 0.22 |
| DIM:300 $\times 350$ |  |  |  |  |  |  |  |  |  |  |
| MAT | 44.4 | 44.7 | 52.0 | 55.0 | 48.0 | 56.0 | 49.5 | 56.0 | 56.0 | 36.0 |
| TIME | 0.89 | 0.87 | 1.20 | 1.03 | 0.90 | 1.41 | 0.96 | 1.05 | 1.05 | 0.85 |
| DIM:400 $\times 450$ |  |  |  |  |  |  |  |  |  |  |
| MAT | 46.4 | 45.0 | 56.0 | 60.0 | 48.8 | 56.0 | 50.0 | 56.0 | 56.0 | 36.0 |
| TIME | 2.12 | 1.98 | 2.99 | 2.57 | 2.09 | 3.29 | 2.21 | 2.39 | 2.40 | 1.95 |
| DIM:500 $\times 550$ |  |  |  |  |  |  |  |  |  |  |
| MAT | 48.2 | 48.3 | 56.4 | 60.5 | 52.0 | 63.0 | 50.5 | 56.7 | 59.5 | 38.0 |
| TIME | 4.22 | 4.10 | 5.82 | 5.02 | 4.30 | 7.21 | 4.30 | 4.69 | 4.93 | 3.98 |

Test 3. This experiment evaluates the applicability of the new method (2.12) to find Moore-Penrose inverse of 10 random large sparse matrices of the size $1000 \times 1500$ containing approximately 6000 nonzero entries
as follows:

$$
A=\operatorname{sprand}(1000,1500,0.004)
$$

The results of comparisons are reported in Table 4, in terms of number of matrix multiplications and computational time (in seconds).

Table 4. Average values of matrix multiplications and elapsed times to compute the Moore-Penrose inverse of a $1000 \times 1500$ matrix by different methods

| Methods | $(2.1)$ | $(2.2)$ | $(2.3)$ | $(2.4)$ | $(2.5)$ | $(2.6)$ | $(2.7)$ | $(2.8)$ | $(2.9)$ | $(2.12)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MAT | 47.4 | 46.5 | 56.0 | 58.5 | 50.8 | 60.9 | 50.5 | 55.3 | 58.8 | 36.8 |
| TIME | 85.35 | 91.38 | 115.64 | 120.01 | 103.33 | 129.42 | 113.30 | 123.83 | 133.64 | 74.36 |

From Table 4, we can see that our method (2.12) is more better than others both in matrix multiplications and CPU time. The worst one is ninth-order method (2.6). Note that the ninth-order method (2.8) acts like the third-order method (2.3). [Also, the sixth-order method (2.7) acts like the fourth-order method (2.5)]. The third-order method (2.2) and the second-order method (2.1) are better than other higher order methods, although they are not comparable with our method (2.12). Hence, we can consider the scheme (2.12) as the fastest method.

## 5. Conclusions

In this paper, we proposed a new method to find the Moore-Penrose inverse. It is proved that this method is fourth-order convergent. A wide set of random numerical experiments showed that its number of matrix multiplications and CPU time are considerably less than those of other higher methods. So, our method could be considered as a fast method.
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