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Abstract- The performance of photovoltaic (PV) systems is highly dependent on environmental conditions. Due to 

probable changes in environmental conditions, the real-time control of PV systems is essential for exploiting their 

maximum possible power. This paper proposes a new method to track the maximum power point of PV systems using 

the moth-flame optimization algorithm. In this method, the PV DC-DC converter’s duty cycle is considered as the 

optimization parameter, and the delivered power of the PV system is maximized in real time. In the proposed approach, 

some schemes are also employed for detecting condition changes and ignoring small fluctuations of the duty cycle. The 

results of performance evaluation confirm that the proposed method is very fast, robust, and accurate in different 

conditions such as standard irradiance and temperature, irradiance and temperature variations, and partial shading 

conditions. The obtained steady-state efficiency and response time for the introduced method under the standard 

conditions of the test PV system are 99.68% and 0.021 s, respectively. Indeed, in addition to a relatively good efficiency, 

the faster response of the introduced tracker is also evident in comparison with other methods. 
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1. INTRODUCTION 

In recent years, the use of electrical energy generation 

systems based on renewable resources has increased due 

to environmental concerns, constrained fossil fuel 

resources, governmental incentives, and so on. One of the 

most common renewable electrical energy systems is the 

photovoltaic (PV) system. A challenge in these systems, 

like in many renewable energy systems, is preserving 

maximum efficiency during rapid changes in weather 

conditions. 

To increase the efficiency of PV systems, researchers 

have focused on three main topics [1]: (a) designing solar 

irradiance tracking systems, (b) implementing efficient 

power converters, and (c) developing maximum power 

point tracking (MPPT) algorithms. The first two are 

mainly considered in designing and installing new PV 

systems, while MPPT algorithms have the potential to be 

employed in both new and existing PV systems [1]. 

An MPPT algorithm should adjust the operating point of 

a PV system such that its output electrical power is 

maximized [2]. PV systems are connected to loads via 

DC-DC converters responsible for MPPT [3]. Indeed, the 

output of MPPT algorithms can be the reference current, 

reference voltage, or duty cycle of the pulse-width 

modulation (PWM) controller of DC-DC converters, and 

the operating point of PV systems can be controlled and 

adjusted via these parameters [4]. Under uniform 

irradiance, the power-voltage (P-V) curve of PV systems 

has only one maximum power point (MPP) which 

changes with temperature and irradiance variations. It is 

the task of MPPT algorithms to find new optimal 

operating points in line with these variations. Some 

conventional MPPT algorithms proposed for this purpose 

include perturbation and observation (P&O) [5], 

incremental conductance [5, 6], extremum-seeking 

control [7], and ripple correlation control [8]. 

Some elements of PV systems may receive lower 

irradiance due to the movement of clouds and shade of 

trees, buildings, and other adjacent objects; such a 

condition is called a partial shading condition (PSC). 

Under PSC which is very common and probable, there 

are several MPPs in the P-V curve of PV systems, one 

being the global maximum power point (GMPP), and the 

others called local maximum power point (LMPP) [9]. 

The location and amplitude of these points in P-V curves 
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depend on random changes in the shading pattern and 

arrangement of PV arrays. Researchers have found that, 

under PSC, the conventional MPPT methods which 

assume only one MPP on the P-V curve have a poor 

performance [10]. In fact, these methods cannot 

guarantee the convergence to GMPP, and they are often 

trapped in LMPPs due to their poor global search 

performance. For example, as a well-known conventional 

MPPT method, the P&O method has a low efficiency and 

may not converge to GMPP under PSC despite its fast 

convergence speed [11]. Owing to the shortcomings of 

the conventional MPPT algorithms, several methods 

have been proposed in recent years based on stochastic 

optimization and artificial intelligence algorithms [10], 

many of which have been reviewed in [12, 13]. The 

implementation of artificial intelligence-based MPPT 

algorithms using field-programmable gate arrays 

(FPGAs) has been discussed in [14]. In [15], an MPPT 

algorithm based on an improved form of the particle 

swarm optimization (PSO) algorithm in combination 

with the shuffled frog-leaping (SFL) algorithm has been 

presented, and its superior performance compared to the 

conventional MPPT methods has been demonstrated 

through comparative tests. Basic and modified versions 

of PSO have also been examined in MPPT strategies in 

[16-19]. Moreover, an MPPT approach based on a 

revised version of the genetic algorithm (GA) in 

combination with the conventional P&O method has 

been proposed in [20]. In [21], a modified form of the cat 

swarm optimization (CSO) algorithm has been utilized to 

track the GMPP of PV systems. Also, in [22], the cuckoo 

search optimization (CSO) algorithm has been employed 

to design an MPPT algorithm for PV systems. In [23], a 

modified version of the firefly algorithm (FA) has been 

used to improve the performance of the MPPT algorithm 

under PSC. An MPPT algorithm based on the flower 

pollination (FP) algorithm has also been proposed in 

[24]. Furthermore, an FP-based MPPT strategy has been 

introduced in [25] and compared to two other strategies 

based on differential evolution (DE) and PSO. In [26], 

the bat algorithm (BA) has been applied to enhance the 

tracking performance under PSC. Finally, an improved 

version of BA has been examined for developing an 

MPPT strategy in [11].  

Although these reviewed soft-computing-based methods 

have shown appropriate performances in the PV MPPT 

studies, studies on newer and more powerful algorithms 

are still ongoing. Indeed, there are other ways to improve 

the efficiency and convergence speed of MPPT 

algorithms. This improvement can be achieved by 

employing more powerful global optimization 

algorithms which can more quickly and accurately reach 

the GMPP of PV systems under PSC.  

In the present paper, the moth-flame optimization (MFO) 

algorithm is utilized to design a fast, robust, and accurate 

MPPT algorithm for PV systems. The MFO algorithm is 

a new and powerful method that has depicted its excellent 

performance in solving various optimization problems 

with numerous local optimum points [27]. The MFO 

algorithm has been employed as an enhancement of the 

incremental conductance MPPT algorithm for grid-

connected PV plants through minimizing the error and 

optimizing the gain value [28]. However, to the best of 

the authors’ knowledge, the MFO algorithm has not yet 

been applied and evaluated for the direct control of the 

duty cycle in the PV MPPT problem. In the introduced 

MPPT algorithm which directly controls the DC-DC 

converter’s duty cycle, some schemes are also considered 

for the detection of condition changes and ignoring small 

fluctuations of the duty cycle. In fact, when the optimal 

operating point is found, another purpose is to prevent 

energy losses by operating PV modules without steady-

state current and voltage fluctuations. In this paper, a PV 

system is simulated, and the performance of the proposed 

method is evaluated in various environmental conditions. 

In the next section, the MFO algorithm is introduced. In 

Section 3, the new MPPT algorithm is presented. In 

Section 4, the results of performance evaluation on the 

test PV system are provided. Finally, conclusions are 

drawn in Section 5. 

2. MFO ALGORITHM 

The MFO algorithm has been inspired by the spiral flying 

of moths around light sources, their navigation method, 

and their convergence towards light sources [27]. In this 

algorithm, the artificial moths are the candidate solutions 

of the optimization problem, and the optimization 

variables are their position coordinates in the search 

space. The artificial moths will fly in 1, 2, 3, or even 

higher dimensional spaces by varying their position 

vectors [27]. The MFO algorithm includes a population-

based optimization procedure. In this algorithm, a set of 

artificial moths is considered in the following matrix 

form: 
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where moi,j is the jth variable of the position vector of the 
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ith moth, n is the number of artificial moths, and d is the 

search space dimension. 

To store the objective function or fitness values of the 

artificial moths, a vector is considered as: 
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where FMi is the objective function or fitness value of the 

ith moth. 

Flames are another key component in the MFO 

algorithm. A matrix is also formed for flames as: 
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where fli,j is the jth variable of the position vector of the ith 

flame. From the above relations, it can be inferred that 

the dimensions of matrices Fl and Mo are the same. 

A vector is also considered for the flames to store the 

corresponding objective function or fitness values as: 
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where FFi is the objective function or fitness value of the 

ith flame. 

It is worthy to note that both the moths and the flames are 

the candidate solutions of the optimization problem. The 

difference between them is due to the corresponding 

updating method. The moths are the main search agents 

flying in the search space, while the flames are the best 

position obtained by the moths so far. Indeed, the flames 

are similar to flags left by the moths while searching. 

Each artificial moth searches around an artificial flame 

and updates it if a better position is found. In this way, the 

best solution of moths will not be lost [27]. 

The MFO algorithm, which approximates the global 

optimum of optimization problems can be stated as: 

),,( CBAMFO   (5) 

where A is a function generating an initial population and 

calculating their fitness values. The mathematical form of 

this function can be expressed as: 









 FMMoA ,:   (6) 

Also, B is the key function guiding the moths in the 

search space by updating matrix Mo: 

MoMoB :  (7) 

Function C checks the stop criterion and returns true or 

false values: 

 falsetrueMoC ,:   (8) 

Using functions A, B, and C, the general structure of the 

MFO algorithm can be expressed as Ref. [27]: 

end

MoBMo

falsetoequalisMoCwhile

AMo
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 (9) 

The MFO algorithm has been inspired by the moths’ 

transverse orientation. To mathematically model this 

behavior, the position vectors of the moths are updated 

relative to the flames using the following equation: 

),( kii FlMoSPMo   (10) 

where Moi denotes the position vector of the ith moth, Flk 

represents the position vector of the kth flame, and SP 

indicates the spiral function. More details about the MFO 

algorithm are available in Ref. [27]. 

3. PROPOSED MPPT METHOD 

In the proposed MPPT method, the duty cycle of the PV 

converter is optimized in real time by the MFO algorithm 

such that the PV power is maximized. The general 

schematic representation of the introduced method for a 

PV system with a buck DC-DC converter and the 

flowchart of the proposed MFO-based MPPT controller 

is depicted in Fig. 1. Based on Fig. 1(a), the output 

voltage and current of the PV module are continuously 

presented to the MFO-based MPPT controller, and this 

controller determines the duty cycle of the PWM 

generator in real time. 

 
(a) 
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(b) 

Fig. 1. The proposed method: (a) General schematic view of a PV 

system with a buck converter, and (b) Flowchart of the MFO-

based MPPT controller 

In the method used in this paper, the optimization 

problem solved by the MFO algorithm is as follows: 

maxmin

s.t.

)(max)(max

DDD

PIV pv
D
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D


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 (11) 

where Vpv, Ipv, and Ppv are the output voltage, current, and 

power of the PV module, respectively. Moreover, D 

indicates the DC-DC converter’s duty cycle, and Dmin and 

Dmax stand for the minimum and maximum duty cycles, 

respectively. 

In the proposed method, the following spiral function is 

used for updating in the MFO algorithm: 

k
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ikki FlreMoFlrFlMoSP ...),( 2

)(

1  
 (12) 

where r1 is a random number in [0, 1]; r2 is a random 

number close to 1, for example, in [0.995, 1]; g is a 

random number in [-1, 1]; and t is the damping 

coefficient. The value of t is 1 in the first iteration, and in 

the next iterations, an inverse number of moths is added 

to it. As the number of iterations increases, t decreases the 

effect of the first part of the updating function. 

Based on Fig. 1(b), the MFO algorithm requires an initial 

population of solutions to start. In this paper, these initial 

solutions are generated with a uniform distribution and 

distance between minimum and maximum duty cycles. 

It is clear that the MFO algorithm in the introduced 

method should be executed continuously as a function. 

To implement the MFO algorithm in the proposed MPPT 

method, some points should be considered: 

a) A short time interval, for example, 0.001 s, is 

considered between consecutive fitness calculations in 

the MFO algorithm to have sufficient time for receiving 

the impact of the MPPT controller output on the output 

of the PV system. At times between two consecutive 

fitness calculations in the MFO algorithm, the 

controller’s output remains unchanged. 

b) A scheme is assumed for detecting changes in the 

output of the PV system so that the MFO algorithm is 

reset and begins to optimize the duty cycle with the initial 

population only when a significant change occurs. This 

scheme operates on the basis of the absolute derivative of 

the PV output power. After resetting the MFO algorithm, 

this scheme is automatically disabled for a certain time 

which should be larger than the convergence time of the 

MFO algorithm, for instance, 0.1 s, to have enough time 

for convergence and finding the new optimal operating 

point. 

c) A scheme is considered for ignoring small fluctuations 

of the duty cycle, for instance, less than 1%, so that the 

PV modules are operated without steady-state current and 

voltage fluctuations after the convergence of the MFO 

algorithm. This scheme will prevent energy losses. 

Fig. 2 depicts a more detailed schematic representation of 

the proposed MPPT controller prepared in 

Simulink/MATLAB. The implemented schemes for 

detecting changes and resetting the MFO algorithm and 

ignoring small fluctuations of the duty cycle are specified 

in this figure. 
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4. RESULTS AND DISCUSSION 

To evaluate the introduced method, the PV system of Fig. 

1(a) is simulated in Simulink/MATLAB. The 

characteristics of the converter and PV module in the 

standard conditions are provided in Tables 1 and 2, 

respectively. The single-diode five-parameter PV model 

is employed in the simulations. The minimum and 

maximum duty cycles of the converter are set to 0.3 and 

0.6, respectively, Also, the population size of artificial 

moths in the MFO algorithm is determined as 8. 

Table 1. Characteristics of buck DC-DC converter elements [4] 

Value Parameter 

1 (Ω) Load resistance (RL) 

300 (µH) Inductance (L) 

100 (µF) Input capacitance (Cin) 

990 (µF) Output capacitance (Cout) 

100 kHz Switching frequency of the PWM generator 

Table 2. Characteristics of PV module in the standard conditions 

[4, 29] 

Value Parameter 

KC200GT  Model 

200.143 (W) Maximum power 

26.3 (V) Voltage at MPP 

7.61 (A) Current at MPP 

32.9 (V) Open-circuit voltage 

8.21 (A) Short-circuit current 

-0.35502 (%/oC) Temperature coefficient of open-circuit 

voltage 

0.06 (%/oC) Temperature coefficient of short-circuit 

current 

54 Cells per module 

4.1. Performance under standard conditions 

Here, the performance of the proposed method is 

evaluated through simulation of the test PV system under 

standard conditions, signifying the temperature of 25 oC 

and the solar irradiance of 1000 W/m2. Fig. 3 illustrates 

the proposed MPPT controller’s output duty cycle, PV 

output voltage, load voltage, PV output current, load 

current, and PV output power. 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 
Fig. 2. The proposed MPPT controller prepared in Simulink/MATLAB  
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(e) 

Fig. 3. Test under standard conditions: (a) Duty cycle, (b) Voltage, 

(c) Current, (d) PV power, and (e) PV power (with magnification) 

Comparing the data provided in Table 2 for the standard 

conditions and Figs. 3(b)-3(d), it can be comprehended 

that the PV output voltage, current, and power have 

tended to their nominal values. By investigating Fig. 3(e), 

it can be observed that the response speed of the proposed 

MPPT algorithm under standard conditions is very high, 

and the algorithm has converged to the optimum solution 

in about 0.021 s after being started. Furthermore, the 

steady-state output power is about 199.5 W which is very 

close to the PV maximum power, i.e., 200.143 W.  

4.2. Performance under irradiance variations 

Here, the introduced method is evaluated under the 

standard temperature of 25 oC and variable irradiation. 

Initial irradiance when the system starts operation is 400 

W/m2 which reaches 600, 800, and 1000 W/m2 in 0.2, 0.4, 

and 0.6 s, respectively. The output duty cycle of the 

proposed MPPT controller, PV output voltage, load 

voltage, PV output current, load current, and PV output 

power for this test are provided in Fig. 4. Based on Fig. 

4, the irradiance variations have been well detected, and 

the algorithm has converged to the new optimum 

solutions with good speed. The P-V curves of the test PV 

module under the standard temperature and the 

irradiances of 400, 600, 800, and 1000 W/m2 are given in 

Fig. 5. Comparing Fig. 4(d) and Fig. 5, it can be inferred 

that the proposed algorithm has converged to the true 

MPPs under various irradiances. 

 
(a) 

 

 
(b) 

 
(c) 

 

 
(d) 

Fig. 4. Test under variable irradiation: (a) Duty cycle, (b) Voltage, 

(c) Current, and (d) PV power 

 
Fig. 5. P-V curves for the test PV module under various 

irradiances 

4.3. Performance under temperature variations 

In this test, the performance of the proposed method is 

evaluated under the standard irradiance of 1000 W/m2 

and variable temperature. The initial temperature when 

the PV system is started is 45 oC which decreases to 25 

and 5 oC in 0.25 and 0.5 s, respectively. Fig. 6 depicts the 

controller’s output duty cycle, PV output voltage, load 

voltage, PV output current, load current, and PV output 

power for this test. 

 
(a) 

 

 
(b) 
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(c) 

 
(d) 

Fig. 6. Test under variable temperature: (a) Duty cycle, (b) Voltage, 
(c) Current, and (d) PV power 

Investigating Fig. 6, it can be concluded that the 

temperature variations have been well detected, and the 

algorithm has a good convergence speed. The P-V curves 

of the test PV module under the standard irradiance and 

the temperatures of 45, 25, and 5 oC are given in Fig. 7. 

Comparing Fig. 6(d) and Fig. 7, it can be understood that 

the introduced algorithm has efficiently tracked the true 

MPPs under different temperatures. 

 

 
Fig. 7. P-V curve for the test PV module under various temperatures 

4.4. Performance under PSC 

Here, an array comprising three series PV modules with 

the characteristics given in Table 2 is simulated in 

Simulink/MATLAB as demonstrated in Fig. 8. 

 
 

Fig. 8. The test array comprising three PV modules for simulating 

PSC in Simulink/MATLAB 

Before PSC, all three modules of the simulated array are 

utilized under the standard temperature of 25 oC and the 

standard irradiance of 1000 W/m2. At 0.4 s, the 

irradiances of the second and third modules are decreased 

to 650 and 350 W/m2, respectively, while the irradiance 

of the first module remains as before. The output duty 

cycle of the proposed controller, PV output voltage, load 

voltage, PV output current, load current, and PV output 

power for this test condition are shown in Fig. 9. 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

Fig. 9. Test under PSC: (a) Duty cycle, (b) Voltage, (c) Current, 

and (d) PV power 

As evident from Fig. 9, the proposed MPPT algorithm 

has correctly detected the PSC and converged with a 

proper speed. Nevertheless, in the PSC, the convergence 

time has increased by about 0.02 s compared to the 

standard conditions in which the P-V curve had only one 

MPP. The current-voltage (I-V) and P-V curves of the test 

PV array under the uniform irradiance and the PSC are 

presented in Fig. 10. By comparing Figs. 9 and 10, it can 

be deduced that the proposed controller has successfully 

tracked the true MPP under the uniform irradiance. 

Furthermore, this algorithm has found the true GMPP 

under the PSC, and it has not been trapped in the two 

LMPPs specified in Fig. 10(b). 
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(a) 

 
(b) 

Fig. 10. Curves for the test PV array under uniform irradiance 

and PSC: (a) I-V, and (b) P-V 

4.5. Comparison with other methods 

In this section, the performance of the proposed MPPT 

algorithm is compared to that of other methods. 

Characteristics of the simulated PV system are adopted 

from the sample system of [4]. In this reference, in 

addition to a new MPPT method based on the golden 

section optimization (GSO) algorithm, three other MPPT 

methods, including P&O, hill-climbing fuzzy logic [30], 

and adaptive P&O fuzzy logic [31] have also been tested 

on the sample system. The GSO-based MPPT algorithm 

introduced in [4] does not directly control the converter’s 

duty cycle. Thus, here, the GSO algorithm is 

reprogrammed to directly control the converter’s duty 

cycle as well, and the results of all methods are compared 

with those of the proposed MFO-based MPPT method, as 

given in Table 3. It should be noted that the test results 

provided in this table relate to the standard conditions. 

Also, in this table, the method’s efficiency is considered 

as the ratio of the steady-state power to the maximum 

power. Based on Table 2, the PV maximum power under 

standard conditions is 200.143 W. The steady-state 

efficiency values provided in the third column of Table 3 

have been calculated by dividing the steady-state output 

power values presented in the second column by 200.143 

W. According to Table 3, the efficiency of the introduced 

controller is slightly less than the efficiencies of two 

methods, including the adaptive P&O fuzzy logic method 

in Ref. [31] and the GSO-based method with direct 

control of the duty cycle. 

 

Table 3. Comparing the proposed method to other methods 

Steady-

state 

error 

(W) 

Steady-

state 

efficiency 

(%) 

Steady-

state 

output 

power 

(W) 

Response 

time (s) 
MPPT Method 

0.643 99.68 199.5 0.021 
The proposed MFO-based 

method 

0.443 99.78 199.7 0.042 

The reprogrammed GSO-

based method with direct 

control of the duty cycle 

1.143 99.43 199 0.025 The GSO-based method [4] 

2.343 98.83 197.8 0.069 The P&O method [4] 

0.643 99.68 199.5 0.055 
The hill-climbing fuzzy 

logic method [4, 30] 

0.043 99.98 200.1 0.04 
The adaptive P&O fuzzy 

logic method [4, 31] 

However, the response time of the proposed method is 

about half the response time of these methods. Indeed, 

from among the methods compared in Table 3, the 

proposed MFO-based method has the fastest response. 

For more comparison under standard conditions and the 

PSC, performances of the MFO-based method and the 

GSO-based method with direct control of the duty cycle 

are presented in Fig. 11. According to this figure, under 

both the standard conditions and the PSC, the 

convergence speed of the proposed MFO-based method 

is higher. 

 
(a) 

 

 
(b) 

Fig. 11. Performances of the MFO-based method and the GSO-

based method with direct control of the duty cycle: (a) under 

standard conditions, and (b) under PSC 

4.6. Performance in a system with boost converter 

The introduced method can be applied with the boost 

converter as well. Here, a system similar to the test 

system of Ref. [11] is also simulated, and the proposed 

method is compared to other methods in an equally fair 

condition using this system. The general schematic view 

of the simulated PV system with the boost converter is 
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illustrated in Fig. 12. Moreover, the characteristics of the 

boost converter are presented in Table 4. The minimum 

and maximum duty cycles of the converter are set to 0.4 

and 0.7, respectively. The P-V curve of the test PV array 

[11] under the standard conditions is also shown in Fig. 

13. Based on this figure, the PV maximum power is 

366.06 W. 

 
Fig. 12. General schematic view for the PV system with a boost 

converter 

Table 4. Characteristics of boost DC-DC converter elements [11] 

Value Parameter 

150 (Ω) Load resistance (RL) 

12 (mH) Inductance (L) 

50 (µF) Input capacitance (Cin) 

100 (µF) Output capacitance (Cout) 

10 kHz Switching frequency of the PWM generator 

 

 
Fig. 13. P-V curve for the test PV array under standard conditions 

Fig. 14 illustrates the controller’s output duty cycle, PV 

output voltage, load voltage, PV output current, load 

current, and PV output power for the new test system 

employing both the proposed method and the 

reprogrammed GSO-based method with direct control of 

the duty cycle. 

It is clear from Fig. 14 that both methods have correctly 

tracked the MPP; nevertheless, the convergence speed of 

the proposed method seems to be superior compared to 

the GSO-based method. In [11], some MPPT methods 

have been evaluated and compared in a test system 

similar to the one simulated here. In Table 5, the results 

for the GSO- and MFO-based MPPT methods are 

provided in addition to the comparison of the results of 

[11]. 

Based on Table 5, the efficiency of the introduced MFO-

based method is greater than the efficiencies of all the 

methods compared, except for the GSO-based method. 

However, the proposed method has a higher convergence 

speed compared to the GSO-based method. 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

Fig. 14. Performances of the MFO-based method and the GSO-

based method with direct control of the duty cycle: (a) Duty cycle, 

(b) Voltage, (c) Current, and (d) PV power 

Table 5. Comparing the proposed method with other methods in 

the test system with the boost converter 

Steady-

state 

error 

(W) 

Steady-

state 

efficiency 

(%) 

Steady-

state 

output 

power 

(W) 

Response 

time (s) 
MPPT Method 

0.36 99.90 365.70 0.040 
The proposed MFO-based 

method 

0.16 99.96 365.90 0.069 

The reprogrammed GSO-

based method with direct 

control of the duty cycle 

45.16 87.66 320.90 0.002 P&O method [11] 

42.88 88.29 323.18 0.011 
Improved P&O method 

[11] 

0.73 99.80 365.33 0.003 PSO-based method [11] 

1.03 99.72 365.03 0.017 BA-based method [11] 

34.01 90.71 332.05 0.110 FA-based method [11] 

0.70 99.81 365.36 0.022 FP-based method [11] 

1.11 99.70 364.95 0.068 
Artificial bee colony-

based method [11] 

0.47 99.87 365.59 0.015 
Improved BA-based 

method [11] 
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4.7. Considerations in converter design 

In practice, the inductance and capacitance values of the 

converter have considerable effects on the output peak-

to-peak voltage ripple. Maintaining the output voltage 

ripple in an acceptable range is usually a converter design 

problem [32, 33]. 

Furthermore, the current ripple has important effects on 

the loss, efficiency, and lifespan of power electronic 

systems [34, 35]. Minimization of the input current ripple 

is critical for PV systems since it has a direct effect on the 

MPPT controller’s performance. Indeed, the MPP can be 

tracked accurately if the input current ripple is zero or 

very low [34]. This is usually a converter design problem, 

too. 

The switching frequency is another influential parameter. 

Although a high switching frequency will result in a 

smaller and cheaper converter and will improve the 

transient response, it will also increase the switching loss. 

This paper contains the test results for two different test 

systems adapted from recently published papers [4, 11]. 

The results indicate that the proposed MPPT controller 

can perform well under both converter designs. 

5. CONCLUSIONS 

A new MFO-based method has been presented for 

tracking the maximum power point of PV systems. In this 

method, the DC-DC converter’s duty cycle is optimized 

directly by the MFO algorithm through which the PV 

output power is maximized. In this method, two schemes 

have also been designed for the detection of sudden 

condition changes and elimination of small fluctuations 

of the duty cycle. The performance of the proposed 

method has been verified on a PV system under different 

conditions. According to the test results, the proposed 

MPPT controller has a fast, robust, and accurate 

performance under standard conditions. Furthermore, the 

proposed method can detect irradiance and temperature 

variations and track the true MPPs. The performance of 

the introduced method under PSC is acceptable and 

accurate as well, and this method converges to GMPP 

without being trapped in local optimums. 
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