Journal of Operation and Automation in Power Engineering

()A\l)ﬂ Vol. 7, No.1, May 2019, Pages:107-118
‘b http://joapeuma.ac.ir 1978

University of Mohaghegh Ardabili

Mini/Micro -Grid Adaptive Voltage and Frequency Stability Enhancement Using

Q-learning Mechanism through the Offset of PID Controller

H. Shayeghj A. Younesi
Department of Electrical Engineering, University of Mohaghegh Ardabili, Ardabil, Iran

Abstrad- This paper develops an adaptive control method for controlling frequency and voltage of an is
mini/micro grid (M/uG) using reinforcement learning method. Reinforcement learning (RL) is one of the bran
the machine learning, which is the maolution method of Markov decision process (MDPs). Among the se
solution methods of RL, thel@arning method is used for solving RL in this paper because it is a finedeitrategy
and has a simple structure. The proposed control mechanism istoggn®f two main parts. The first part is
classical PID controller that is fixed tuned using Salp swarm algorithm (SSA). The second paiesraiy based
control strategy which is consistent and updates it's characteristics according to the shangse systen
continuously. Eventually, the dynamic performance of the proposed control method is evaluated in a rei
compared to fuzzy PID and classical PID controllers. The considered M/uG is a part of Denmark distribution
which is consisbf three combined heat and power (CHP) and three WTGs. Simulation results indicate t
proposed control strategy has an excellent dynamic response compared to both intelligent and traditional ca
for damping the voltage and frequency oscitias.
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NOMENCLATURE probl ems of classic power sSYy¢
Abbreviations reliability, better power q
AHC Adaptive heuristic environment al iampama Bl ¢ 2hH o wer
AR Average reward system with di stinct el ectr
CHP Combined heat and capability of supplying its |
DG Distributed gener a islanded from the main grid
GTG Gatsurbine generato characteristics of M/ OG is t
| SE I ntegral of square type poawersusolhir@Gs. Al though
| TAEIl ntegr al of time n increasing the number of DGs
M/ OGMi ni /-4 tdo availability when an error oc
0OsS Overshoot t he i slanded mode. But unce
PV Photovoltaic renewabl e power resource | ik
R L Reinforcement Lear coowmtrof voltage and frequenc
SSA Salp Swarm Al gorit wor k, which needs more effor 1
Ts Settling ti me mechani sms [ 4, 5] . The INite
Us Under shoot frequency control of M/ OG

approaches. As reported by H
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i mpedance of the resour cecosnublrsofisitienny ap cowmegr ws ¥ it etnh,e d
converter's dynamics, andi ahat maeson hands taa bhiilgiht ydegfr ek
M/ OG when is supplying conrsewdnrtl d opacdwse.r Fd yssttdny,f a hes piag
investigates the spatameabiibnet ¥ hatf evatss not key esr iassmeee

such as | oss coefficients,i sl ocerly |liomporctoarttr.ol TRdey nRImi lra:
the number of resources, apdatleeni temhaowekbed e awoutent
and voltage status from adasmutst &ahealrihlaintgye s p @ ms poepcetri avte
Asghar et al . [ 91, have dgeweaei cped Theynewancoher awlsed

mechani sm basedawond énmerzgy togadi agentadb omepmtovel pmetf Do da nt
contr ol the frequency andawol Zlgre ionf [tlMd MhO® t wot hp|
i sland mode. I n this papepgqgwebratstyesrtye ns tsaraabge i dryd csunpel
capacitor have been used tfoori mpumivreg tthhree My &iGn f o fe qau emocwe
oscillations and voltage ssteachoinldi tagpplriecpteicd m v @i5gs ewdaust h
Ref ., [bla0sjed on t he output cegeraltThaytéseowyt hahdREascan
battery storage, have desiagneui bablbeaet radltlee matto viempfroorv e
frequency wvariations and stthaebi Vaolztteage ®Keabitlivey powerth
M/ OG. They attempt to impeappeti taei vmakh&6pkgesopfi mihzin
drtmsed control |l @rtd,i nigncdlionkei rnagntdreirgdh n®e power f-b aoswe dc o n t
poor transient performancenethhhaelsefWwast adfsof regpenttgdar

vol tage oscillations on t hcea pgtleirlaittiyonafl Rér fmen mamddse toof
M/ OG i s mat hemati cally mopdoewelredsyismems.] . Finall vy, a
proper contr ol strategy Bhaeddonorn het haep prodba ah nperdesent

mat hemat i cal pmoodoeols etda st ob & &mp]r otvlee tphwer pose of this pape
frequency fluctuations anRl Dvodadmntgteorhd eew g afttoiren svobf adéed e
M/ OG and has been test edosexddraitmemtsalilny.anVasl anded |
mas-skave and dr op based WITdGst.r dlbarm@itrhgopdmset hod, whi ch
i mproving the frequency aRd vol tage ofarpded | ardoams amompela

M/ OG ar e pr esaaretdedi nanRle fc onjelcihla.nilsm tolie RL . The propos
mas-skave based met hods, tchocenstcenhvapgt ef tdwe smaniont part s
participate in the processPlod acomttrrolllldarn gt tate ifg efgiuead
vol tage, -bastedi medhopgs, it ppatt Hceeiamanti@hsg i madgehde contr ol
process of controlling thensvslttesmmge amddupfdlaegesenty.s
Al t hotuiglhi zui ng parall el convlkeanges in AG eaM/cDGdt yarm dSiomu | &
controlling them wusing droar rbiaesde doume tihno diso tnma koef ftl h ex e
splitting of power bet weemoldien elsO Oplo sespibd ®edesbhudr s omeh s in
the difference of l i nes il mmpe chd mge st hien opt-Eama&d pp il ormws
change causes t he instantaneoabk!| eirmballhaennc et hien pit dgos e
poduction and power absor bempl/bhiyeohhienpamatbket ocopviemalktf
Therefore, in Ref. [ 12], ftrhrequawntclyorcsschadvetpooposefd @
control met hod to i mprovemeintei ovrod d atglea ts ttahba | @ rt o/p oosfe dt |
M/ OG by sampling the diff eardeanpcte vien bleihmaed ok mp @thed g e supla
Reinforcement Learnpopgt ainsty sotneem ofurtihneg i eanl i ne si mu
branches of machine | earnkEwngntiwmaltlhye ftioeleddabtatett hiec
intelligence, and is a metphrodpdsad sobrmt ngl Marek dvvo dd eccoi nsp
processbadgbae &KRtLability conttrraodi tofonpadwecrongysotledner s, a r e
is explained in [13], in awhd chsitmué apedf ousnamg e MAT LIABI
controllerneim opecwénd asyon eohandemedt M¥adsG is a mart 0
eval uat ear e armdao btirwoe power ssyysstteenm.whAisch is consist of t
reported -basé¢d3met hdRds doSinma | antaiken amgsul ts iindicate
strong assumptions about tshter astyesgye mh adsy neami exc e ITlheryt cawni
cope with partial informabobh, imarellilneyaerntanfduzszychagt

behawvio Thi s characteristtctontironl Ilverrsy fuosref d &afmmp® qurge ntchye
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oscillations. whemies t heoirsewarndymbeOt @t t he
The main investigations ofantdhd sprceaslelnef@immldrskcmaﬂna:cfeafcitme
- To simulation of a nonligjgeaa)r: il arglj i sl 251ded
M/ OG in order to simultan % E"c%f)l {*'f(l)? \{lolta?ge and
frequency. where,’, s, a, andr are the control policy, current state,

- To utili-agegt moetnfor cegrdel actibnafd the reBefled reward, respectively. In
criterica ntgo tehnehamo | t age an dacH tiné $tefE®.NY should B updat@d usirgbptimal

an islanded M/ OG. Bellman equation, which is given byEq (3)

- To proposing a supervisory <control strat whi ch

an be applied throughoutDQtﬁ%eHlofg?‘%Qe(SH*a@)fQ(ﬁﬂ)e BN ustori
ontroll ers in order t o 'mm%ere%ys }; <eé 1)0Vaenrda|is canlqed

esponse. steps of the proposed-i@arning method is summarized
in Fig. 1. It is evident fom Fig. 1 that after completing
the learning phase (offline simulation), the system will be
switched to online simulation.

= 0 0

2. ADAPTI VI BL CONTRROL L

21 Rei nf orlceeamwemitn g

Rei nforcement l earning is an3E2IL Io[r)ithmic met hod based
on trial and error, in whic%’ one _or mor e a enta %(ar .
. . FT gur e shows, the BHIlo i
optimal control policy by interac wi t h '[hF?IrE) eV ronm
(EL t I'I'er As ePd lceongs & ®n ,

(system under control) [ .. |I.n of her wor d tl?l%
. . : . . consists of t b artsis et

envir onsmeditvi ded into sevepraDI i screte stales, .in

| control,d er t at its C,O ¢
each stat e, there are a deflinit Ru l%er of a%tlons t o
. . . us.i n S 4] rn, 1 S, paper
i mpl ement ed. The intelligent gsent . IFear.ns "t.o et ermin
. . t hi,s ecti o i fixed and i
the opti mal action that has to be applie t o the salste
second part, wh h i's a omp

each 1sJt.atlen [genevataltmetleoagegssre Mo o ehses i o section
sol ving RL pro—blaamraih'gkeAJ“Z'S Ca%@'ep. 'p 9 . "
. . fter th pr.evious action i
[2D. I n t hi earpmipreg , i Q use t o solve. eh i ) .
recei ved [ n dhecoeherapi

proposed RL based frequencRy control . . .

L contro mechani sm, i n a
22 Qd earning corrects .th.e 'outpu.t of the.\‘
The main adveatmaigrg lbé&s d CcoorhtsrooltfPerrls'%\erg informatio
a simple eproadtate, ofindhePmoBEPC %§S|tngevsatra|gaebd cUpdatpad

system under control, rob@étr@@sy ta'g”}:leinster’cha’ar‘nge t?nn"f‘
operating point and systemeaurnr?:'erlls?'alF’n{1 €s C:?H&rgéiéﬁtrivae
behavil@gdl. - [Qarning based trhe|nfsé'rsé rméntrece',VES .the

|l earning assumes t he envirroen%rnq/frﬁ mr@'[@mdungd'evrescohllroaﬁ
is diwtoded finite number J&f°Fd tatpeosn(i'sn%h_%bvﬁt\%ijthcesretta'_‘
S. Agent f or msQ, a wmatcmimacsap’aﬁév&‘al,uean action wit |
(initdfioky each sdtatef pactBohR&g MPlemented to t

indicates t he goodness of articul a
corresponding state.l clun aegtsh%'sfa‘lr'ng %W’%Fﬁ) ag a
. al p, s,war m a grdor serdm0|é)1<1|amgz&
its state st, and based on "a ddefln.ed st aﬁe y .S (?(it
: . mepo whi ch mat eéln.atlca Jit

a among available actions fo Ssﬁat s t t.Irpme |atelryd 1;%
applying the actiorrfromethcl) ent.a tpak%%ra'?eevgréowa

c%n i der_ e a the best sol ut
environment and caichu'IThae:remt]it?.s nexq ssttate t . t
updatessp)ttnraed|cm)(_1;r«*sz;:-ntantxofIhlaeI _parame er .o.p 'mizatl

dlmer{5|o|nal spacei § st lsas grgers i |
goal of t hlee aagnemntg immet Q o d fsa/kalroeis %%rrb a0 ¢ maz:ehd e
strategy which maps the s?atte.s Ito a.c%hqao sﬁnt' ! tX|I i Z.€
di scountterdmI|lroemwgar d [ 23]-. Tﬁwzegad;ifsocﬁo)u\r’wvi{se Sélon eedsasp?ile
term reward of the system i s, gi.ven by  Eq (.1 .

and % t's posyltlon [ updated

R =80, ®
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A. Finding optimal control policy (offline simulation)
I. Start
Il. Define set of statdd], actionq1], and reward
lll. Set values o) 9, andU
IV. Set allQ(sa) = 0.
V. While episode < max_episode
(or until convergence @ values)
a. Calculate current stat
b. Until achieving the goal repeat
i. Select an action amongaiiable actions of current state usidgreedy method, {at range
0.3t0 0.6)
ii. Apply selected action and take the reward from the environment, calculate next stat
iii. UpdateQ matrix using the following equation.

Q=Q+0Q 4
iv. Set currehaction equal to next action.
c. GotoA. b
VI. Goto A. V.

VII. End of the learningrocess
B. Run the optimal policy (online simulation)
|. Start
Il. Calculate current state.
lll. repeat
a. Select an action among available actions of current statethsiBgreedymethod, {at range 0.0
to 0.03).
b. Apply selected action and take the reward from the environment, calculate next state.
c. UpdateQ matrix using Eq(4).
d. Set current action equal to next action.
IV. Go to B. lll.

*In this methodtheagentselects the action with thraximumvalue ofQ with the probability of 10} and selects an action randomly w
the probability ofl)

Fig. 1. Steps of the @earning solution method for RL

System under control !

\4
<

\ 4
Sampling

PID freq

+ 4
PID voltage [ <
+ .
Voltage action Preprocessing

- State Calculation
Frequency action - Reward calculation
- Update Q matrix
- Selecttheactions

G
At

+4

Fig. 2. Descriptive model of the proposed adaptive RPID controller

. _EF +c((ug -Ig)c ) ¢ O - exploration and exploitation phaseis calculated by
I T{F - c(uy -h)c #) ¢ O Eq.(6). ,

- (57
Where X is the first leaderf; is food locationul and c=2et ©6)

Ib; are the upper and lower bonds of the parameters all in
jst dimension. ¢i, ¢z, and c; are random numbers.
Parametec; which isimportantbecause it balances the

Wherel is the current iteration aridis the maximum
number of iterations..@nd g parameters are determined
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usingnormal distribution in the range [0 1].

According toN e wt dispicemeniaw, the position
of the imitative Salp individuals is derived by Eq. (7).

()

Wherei>2, X is theposition of i Salp particle in™
dimension refers to timey is the initial speedd = Vinal
/vowhichv= (X7 xg) xt L. In the concept of optimization,
time is equivalent with iteration and the space between
the iterations is 1. With this in mind and proposing 0 for
the initial speed of all individuals, Eq. (7) can be
rewritten as Eq. (8).

+X}'1)

X :%atz Hyt

®)

More detail about the SSA chefound in[23]. Figure
3 shows the pseudo code of the SSA.

Start
Initial population creation.
Repeat until the stop criteria is met
Calculate the fitness function for all Salp individuals.
Set the food location as thechtion of the best particle.
Determine ¢to G.
Do for all Salp individuals
Update the position of Leader individuals Salp u
Eq. (5).
Update the position of neleader Salp individuals
using Eqg. (8).
Check the constraint violations.
End Do
End Repeat
Export the food location as the solution of the problem.

i_1 i
X =5(%

Fig. 3 The pseudo code of SSA.

111

given in T&2HlednlordeB {o s
proposed M/ OG i n Yiemeutlhiondk ,i st
used. I n thivseWwayhef powel ysys
be calcul atediti Tiger hley | ®laidmit
redutedvi | | be for med. The \
generation wunits midatnidp Itiheed
i nput current of gener ati on
Figure 7 shows this process.

Grid Xmr
20/60 KV
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A1 €907
T4mx dH) 8 A
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80peo
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Bus 11 =—
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WTG Xmr 2 ~
2
3 1 0.4.120 KV ]
8@t =
= B
i
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= 0.4/20 KV
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Fig. 4 Single line diagram of the proposd M/uG [25].

4 MODEL OF THE M/ OG UNDER ! TT}
At ypEoabpéeanhrpbweri osystem o0\
Hi mmer |l ands EI forsyning | oc nmar k
with high pemédttrsatiisonc oonfs i G
chapter. It consi stpeedf st a
regulated WTGs and a CHP pl & amel y
CHP1, CHP2, and CHP3. It is i ts
have the capacitor banks f o1 .tion an
they opsxsaate whioty power f e
situation is used to assess lance of
proposed <control met hod col * Pl D
controller to damp the freqt : uctuat.i
with productions of 2.5 MW, from
CHP1, CHP2, and CHP3 respet 7 , W
from each WTGs. Figure 4 sh — di agram
of the proposed M/ OG and | o 0- (=) power
pl anbs The Simulink model of e - -_ used
for t he induction and, sy|g15cs|mmn|omade|¢n5emdurgoegnneratoramcmto

respecltoiaWdiGy.and exci ter

system

d aWTg3inHor ke
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Fig. 6 Simulink model of the synchronous generator (CHP1 to CHP3 in Fig. 7)

Table 1 Load data best dynamic r e s2ppo ngsngd oF:fI at shs
ong Active power Reactive power Pl D c.:o nt' roll er s, whi cihme s ba
oad name (MW) (MVar) multiplied by absolute error

FLGE 0.787 0.265 Table 2. Excitation system data

JUEL 2.442 0.789 Parameter Value
STCE 1.212 0.16 T : Measurement delay (s) 0.0
STNO 2.109 0.286 Ka : AVR dc gain 500
STSY 0.4055 0.0735 Ta - AVR time constant (s) 0.02
Load 07 0.4523 0.2003 Ke : Exciter constant (p.u.) 1.0
Load 08 0.7124 0.3155 Te : Exciter time constant (s) 0.9
Load 09 0.1131 0.0501 Ks : Stabilization path gain (p.u.) 0.03
Load 10 0.1131 0.0501 ThH : 1ststabilization path time constant (s) 0.6
Load 11 0.1131 0.0501 Tf . 2d stabilization path time constant (s) 0.38
Tfs : 39 stabilization path time constant (s) 0.058

5 OPTI MI ZATI ON RESULTS = : Saturation factor 1 (p.u.) 5.6

. SQ : Saturatlon facto2 (p.u.) 0.86

5. Fuzzy PI D andoanltbadwmsiscatl

l'n this paper, some si mp IEist%at%fa“o"?c?@(ﬂ%ptiors4'2are

considered due to compl exi bey osdudtoncora@u Mmi ¢ asgsect s

of designing mu_Itl.pIe contt;/m?lIc%n{roﬁermlhr%moa(puomp 97§ p.ower

system. 1) Designing con f f WG —u i s

neglected because the Icapaé/"la*tvcorﬁrq'er”W'f“@gumuf(%“)v=-r7\? 5 ma |

compared to CHP wunits. 2) The same voltage and

frequency controll ers areTable%.@VFG'serrﬂo%tQ for al | uni t s,

because they are compl et dl Paamdetd €ENT 1 C Al AClCOo/gEd1l Mg to

t he aboye assumptions, tWORotbriﬂeHa?kgPrrﬁq)nde”t conitnepl er s

are designed for. t he .M/O Dnvé'\ersnﬁne%s‘ferlnﬁad)Ca' regueEncy

comal | er and an identical %9 % a"‘ conmt T ot e f—or al |
) . rlve rain an%.m (N.m/rad) 0

the CHP wunits. As Edgo.ma(i S S |uca a—t+me
. i X R Rotor (m) . 34

objective function is co0RrRst+der+ing—For a€chHi+eving the
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Minimize J

Output Power1; SUbjeCt ta (10 b
i f& .
Kp" <Ko

E ‘ Kimin < Kif&v «imax

) Kcr’nin < de &v- «dmax ) ) )
& SSAis used for solving the optimization problems of
o -y Egs. (10.a) and (10.b) with 50 initial populations and 50
v N iterations. The optimization result and tbenvergence
— process of the objective function for both FPID and PID
. . controllers are shown in Table 4 and Fig. 8, respectively.
CHP2 T T
v 24 i'.‘ .......... ‘ .......... PlD ————— FPlD ‘
CHP3 22
) i
c 204
WTG1 2 1
2 18
v >l =] 1
WTG2 ,g 16 1
° |
v 14 i
o i
WTG3 b P E e T,
12} [
i
¥ 10 "
Yousfe———( 1) ‘\ Tttt tnensrees e
Network Yo 8 B et el leled etk
=Y 10 20 30 40 50
Iteration

Fig. 7 Simulink model of the simulation process

. . Fig. 8. The convergence curve of the objective function
Both frequency and voltage deviations in CHP buses 9 g )

are used for calculation of the objective function.

SimTime 52 The L R controll er: state,
J= nti By R D reward/ penal ty ofnuncti on de-
0 ©) | mporttoanteal i ze, t he propose
+0 2 (R VR,  VaRDt portable and can be added as
. . t h kind f t 1
In Eqg. (9),bis a weight factor that places the values of any o er thds oo . contro ©
. performance. In this paper, 1
the voltage and frequency errors in the same range. Here,b ecause alonmbWetlpeffsor mare
b is considered equal to 3 aBimTimeconsidered as 40 . @ . . ¢
simple structure and is wid
s. The optimization problems are formed based on the For mer | it waesa rsntiantae dmetthhaotd
control parameters of the FPID and PID tcolers and to sol VZ' the reinfor cge ment | e
are described by Egs. (10.a) and (10.b) for FPID and PID . . .
; . ey point Hseat hahg t based C
controllers, respectively. In order to prevent an increase
. i . perfaeemamrpends | argely on ho
in paper volume, the structure, membership functions, .
. and reward/penalty functions
and fuzzy rules of FPID controller are ignored here. . . .
described in more detail bel «

Readers can refer {@85] for more details of FPID.
Minimize J
subject ta

5.21St at es

Since t he oscillation enhan
KM < K® K™ (10.9 objective odrstilginalpapers.amphe
Ko™ <K KP™ as the feedback signal from
KM < KIS K™ determine the system state.

min f&v max
KM < Kf& KT
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Table 4. SSA based control parameters of FPID & PID controdirs
FPID
Parameter K/ KS Ky K/ K/ Ky Ky Ky
Value 0.94512 2.00125 1.45218 0.751425 0.098452 1.625101 | 1.302158 | 0.0099541
PID
Parameter K, K, Kq Ky K’ Ky
Value 0.54821 0.1815 0.0001421 0.0824 0.0299 0.00154
For this aim, the time interval fror0.02 to + 0.02 to N tTra bll Ie r4 ' ; the b f 0 |n :1 ' grl 9 arlr
divided into 50 equal segments and Eq. (11) is utilized at €O ° € ? © 0 aelsn eqdr eaapt pe
. . than the gains of the voltag
each time step to determine the state of the system. The ) . .
. With these in mind, the acti
zeracentred state is called normal state, andeth
. . L are chosen smaller than the f
intelligent agent does not do anything in the normal state.
In fact, this equation, in addition to determining the value A_ga;F- - 0.05, -0.025, 0, 0.025, 0.05 | 17
of system oscillations, it makes it clear whether the _:'V— - 0.005, -0.0025, 0, 0.0025, 0,01‘( )

oscillations are going to the instability or moving towards

the establishment.7]. whereA is the action set for all states of thgtem.

stz(m/,ddﬂv) (1 523Rewar d/ Penalty function

t The reward/ penalty functi on

wheres is the state of the micrgrid at timet and is a gssesses th? degree Of.SatI.S‘

funct ivamd itoderivave. in the previous state in 1|lin
event that thse Bhetament atue i

experience to perafomamomnd@pet e

522Acti ons

Al though, there are no pad&liicuNsr deh§Relgmnfeody asiehiy ey t,
actions for RL based contir®A8ie%&sS aanmewendd PmAREEY jfr!
compmaxt2éhr. [But it may beCOodEd MhinPedt g perfor med ac
inspiring from the output "EWaARidsPeRak hy, ylshepa@igRndd af:
that used forlB.heAlstameu phurdhr@Rdgdipgdgt es the Quoartrrdsxpond
the number of actions for UdfchSCOYset eind sRASlel ic\as: i h® oB
the dynamic perforynainrcer eoddsGtinfg® be ottt &ics g RrG25es for the
the degree of freedom but Odhef wésgthdd Haed SictOriencirSe an
the learning time extremelSyelL£fd ofBlihedsh gt 1c0wae 1) emrgq hagh i
even impossible) to find tShel §ptnieWid] htcigneiss.o i ng &Nt d p.n w
this in mind, in this papeobl &chlel Vs& nfef alchiinRaRee k§gy
for taed and expressed by Elgherafaraesisgnal, ¢afy gl lofCHR g«
simulation, the magnitude?!l&f S\?életcég?éj_ 98 1detigromign ait
smaller than the frequencfObEESPR@RAOIPBELESE Al so, accordi

e+l 4f,, is normal state

i

|
A, 4-1 4f is normal state and;,;  is not normal stat (13

F— ! ) Otherwise

T@A+a (K +Wak) B  U+V(X D V(K + D;(K))

s

k=t 4
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In essence, if an action causes the system to go out of simulation results compared to the other control
method Results show that the RRID makes the

the normal state, it will be fined. In return, if an action

causes the system to go to the normal state, will receive system dynamics better

in terms of overshoot

the highest reward. In summary, the reward/penalty /undershoot,ncreasingthe speed of the oscillation

function is desribed by Eq. (13), in this papevheret is
the time step.

damping, and the complete removal of ieadystat
error.

e

6.SI MULATI ON RESULTS AND D | | ]
InrcteervalLoaftdtheapmrcformanceB' llllllll
proposkRldD Rdontr ol | er compasg E—
controller, M/ OG of Fig. N h
MATLABi mulink. A Three ph " » ° | | | l
considered as a challengin — ‘ ‘ \ \ tem. T
angul ar velocity of t%heangde ] Figs.
10. According to Figs. 9 T A T R e rateg
have the abilitll ati ceds mofi' 1
vel ocity (frequency) of th 0 |never,
cl ear t hRtD thentRWI | er h a s s
dynamic per for mance comp: ‘ ‘ )
contro-Pl Br coRLrol Il er has & 1
perfor mance ftlhexniklsl et ostirtus§1 R
integrates the adaptive pr3 N speed
precision of the PID contr o & + ¥ ]
15F R . 0 é 1‘0 ‘1‘5 2‘0 2‘5 30
T FPID ——RLPD] Time [sec.
A A PR Fig. 10 The angular velocity of WTG units
3‘1’ Tot al praduamwdomeadti ve power
during fault occurrence is s
L L L L L power remains constant aft
‘ ’ 1 Wherever it ies RvD deant rtdlalte
superb i n damping t he oscCi
% ....... traditional PI' D controll er.
3
] | [ PID — FPID ‘—RL-F‘ID"
; = e
v s ‘ ‘ ‘ ‘

15
Time [sec.]

30

Fig. 9 The angular velocity of CHP units

In orderto morehighlightthe capabilities of the RL
PID controller, the oscillations of éhvoltage of the
generatiorbuses are shown in Figkl and 12. Under
the conditions of the same fault, the amplitude of the
voltage fluctuations is much smaller than the
frequency fluctuations. In these circumstances, the
superiority of the REPID controler is inferred from

15
Time [sec.]

20 25 30

Fig. 11 The variations of voltage at the CHP unit terminals
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inactive again.

Fig. 14 Variations of M/uG power factor

Fig. 12 The variations of voltage at the WTG unit terminals

Fig. 15 Actions selected by the frequency and voltage controller

In order to more identify the superiority of the
proposed Rtbased control strategy compared to
traditional PID controller suitable time domain

Figure 14 showsthat howthe M/uG power factor performance indices are selected and calculated for
changes during the fault. Since the reactive power is b_Oth RL an.d Elpcontroller$n this way, five suitable
decreasednd active power remains constant, the power time domain indices based @S US Ts, ITAE, and

Fig. 13 Total production o the active and reactive power of M/uC

factor is increased. It can be revealed thrdtigh12 tha ISE are calculated and shown in Tables 5. Equations
the dynamic performance of the RRID controllers is ~ (14}(17) calculate the proposed OS, US, ITAEdan
much better than the classical PID controliigure 15 ISE indices.

shows the actions were taken by the frequency and
voltage controllers. It can be seen from Fig. 15 that, the

RL controller is inactive in the mmal state of the system g = m«'ﬂx(yif)‘I y" 100 (14)
but when a disturbance occurs in the system the y

frequency and voltage of the system become unstable, RL _

starts applying the suitable control action. When yg = y" - min(y) 4450 (15)

final

oscillations are well damped the RL controller become Yi



