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Abstract— Optimal load distribution in power systems is crucial for minimizing overall costs while adhering to technical constraints. This
process becomes increasingly complex with the integration of wind energy due to the inherent uncertainty in wind turbine production
caused by variable wind conditions. This paper presents a novel approach to address these uncertainties within the context of the optimal
power flow (OPF) problem by employing Information Gap Decision Theory (IGDT). Unlike traditional scenario-based methods, IGDT
provides a computationally efficient and reliable framework for decision-making under uncertainty without extensive probabilistic data.
The methodology uses the Weibull probability density function to model wind speed, allowing for realistic estimation of wind farm output
power. The Evolutionary Particle Swarm Optimization (EPSO) algorithm, an advanced version of PSO, is utilized to solve the optimization
problem, reducing the risk of convergence to local optima. Results are computed under two strategies: risk-averse and risk-taking,
represented by immunity functions. These strategies highlight the impact of user demand on adjusting calculation parameters. Comparative
analysis with scenario-based probabilistic optimization shows that the IGDT approach enhances system load cost evaluation by 0.12%.
This study provides a robust framework for optimal power allocation under uncertainty, ensuring resilient and secure power generation.
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NOMENCLATURE

γ̄ Mean of uncertain parameter
δ (rad) Voltage angle
Γ Uncertain parameter vector
α̂ Maximum uncertainty parameter value
β̂ Minimum value of the uncertainty parameter
ρ
(
kg/m3

)
Air density

φ (rad) Admission angle
φ(t) An arbitrary known function
ξ Radius of uncertainty
Ck ($) Maximum power supply cost
Cw ($) Maximum cost of power supply for profitability
Gbestk The best value among the total particles in iteration k
Ii(A) Injectable reactive power
NG Number of power-plant buses
NL Number of bus consumed
PD(W ) Consumption load of the whole network
PGi(V AR) Reactive power generated by the thermal unit
PGi(W ) Active power generated by the heating unit
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Pij(W ) Power passing between buses i and j
Pi(W ) Injectable active power
PLoss(W ) Network losses
Pwind (W) Wind turbine production capacity
Pbestkj The best memory value of a j particle in iteration k
QC Compensator production power
Qi(V AR) Injectable reactive power
TCb The main value of the objective function
TPmax Maximum tap trans
TPmin Minimum trans beat
Vi(V ) Injection flow
Vcut−in (m/s) Start speed of wind turbine power generation
Vcut−out (m/s) Completion speed of wind turbine power

generation
Vrated (m/s) Nominal speed of wind turbine power generation
Vwind (m/s) Direct wind speed
xk

,

j The consequence of the j particle in the iteration k
αi ($) Fixed cost of the power-plant
βi ($/W ) Power-plant’s power cost factor
γi

(
$/W 2

)
Quadratic coefficient of power-plant’s power cost

Λc ($) Critical value
Λo ($) The amount of opportunity
ū Mean value of uncertain parameter
û(t) Nominal value of uncertain parameter
p̃(u) Uncertainty function of probability distribution
ũ Nominal value of uncertain parameter
σγ Variance of uncertain parameter
σj

, Outcome range generated around parent j
σu Variance of uncertain parameter
ςc The degree of tolerance allowed in increasing the cost
ςo The degree of greed in further improving of objective

function
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c1 Velocity coefficient of the best total value
c2 velocity coefficient for best memory of each particle
fb ($) The main value of the cost function
Kδ (rad/A) Voltage angle coefficient of maximum transmission

power
Kv (Ω) Voltage magnitude coefficient of maximum transmission

power
Nj (0, 1) Gaussian random variable with mean zero and standard

deviation 1
PGi

max (W ) Minimum active power output of the heating unit
PGi

min (W ) Maximum reactive power produced by the heating
unit

Pij
max (W ) Maximum throughput between buses i and j

PWF (W ) Wind farm active power
Pwg

f (W ) Average wind farm power
Pwg

avl (W ) Power available to wind farm
QGi

max (V AR) Minimum reactive power produced by the thermal
unit

Vj
k The velocity of the particle j in the iteration k

xj
k The location of the j particle in the iteration k

yij (1/Ω) Bass voltage
yi (1/Ω) Maximum active power output of the heating unit
A Constant value of Q-P wind farm curve
A (m2) Area swept by the blades
B Q-P curve shape coefficient of wind farm
C The scale parameter in the weibull probability density

function
C ($) Power supply cost
D Consumption load index
FT Compatibility function
G Production power index
I Bass index
K The shape parameter in the weibull probability density

function
maxIT Maximum number of iteration
nPop Population in PSO
Q Decision variable vector
TC The objective function
TP Tap trans
U Uncertain parameter vector
u(t) Uncertain parameter or function
V The positive matrix of a symmetric real entity
W Inertia coefficient
Wdamp Speed drop coefficient
X A set of decision variables
X State variables vector

Uncertainty modeling parameter

1. INTRODUCTION

1.1. Background and aims
Today, wind energy is widely regarded as one of the most

prominent sources of pollution-free renewable energy. Wind energy
exhibits both time-varying and unpredictable characteristics. When
the penetration of renewable energy sources in the power system is
low, variations in wind conditions are somewhat tolerable. However,
as this penetration reaches higher levels, the consequential impact
of these changes becomes more pronounced, necessitating the
incorporation of additional generators to balance load distribution
[1]. A particular challenge arises when a wind turbine is connected
to a weak system or distribution feeder. In such instances, the
issue of cycling and the inherent short-term changes associated
with wind production can be addressed through the use of
energy accumulators. The application of wind power generation
technology, driven by economic and environmental concerns, has
garnered significant attention worldwide. The primary objective
of the system operator is to manage the network in a manner
that minimizes the total cost of power generation under given
user conditions, while also meeting technical and operational

constraints. This optimization problem is commonly referred to
as Optimal Power Flow (OPF) [2]. Effectively modeling the
uncertainty linked to wind power generation is a critical aspect of
the OPF formulation. Therefore, accurate modeling of wind energy
production within the OPF framework is essential. As mentioned,
the utilization of wind energy brings numerous benefits, such as
reducing the cost of energy supply and minimizing environmental
pollution. However, the inherent uncertainty in wind energy
generation has a notable impact on the performance of systems
utilizing this energy to meet load demand [3].

1.2. Literature review
In [4], a multiobjective reactive power planning, taking into

account the uncertainties in load demand and wind power
generation is proposed. The primary focus is to examine the
impact of these multiple uncertainties on Reactive Power Planning
(RPP) while considering various objectives. To achieve this, IGDT
is employed to manage the uncertainties associated with load
demand and wind power production. In [5], an efficient bi-level
energy management strategy (EMS) to minimize the operation cost
of a grid-connected microgrid, accounting for system constraints
and uncertainties in renewable energy sources and load demand is
presented. The first level involves optimal day-ahead scheduling in
two stages: determining the optimal operating points of sources
and managing controllable loads. The second level focuses on
real-time rescheduling and updating of source set-points based on
actual solar irradiance, wind speed, load, and grid tariff.

In [6], a probabilistic multi-objective economic-environmental
utilization planning model for energy planning and storage in
an intelligent distribution system with high wind penetration is
introduced. In [7], a technique for optimizing power system
operation amidst rising energy demands is discussed. It integrates
demand response programs (DRPs), distributed generation (DG)
installation, and DC dynamic load flow analysis. The model aims
to reduce congestion, improve available transfer capability (ATC)
rates, and incentivize customers to adjust consumption patterns
through price-based DRPs.

In [8], a risk-based stochastic optimal energy management
model for a microgrid incorporating renewables, energy storage,
and load control through time-of-use demand response (DR)
programs is developed. The microgrid features a PV system,
wind system, micro-turbine, fuel cell, electric vehicle (EV), and
energy storage. To manage load uncertainties and devise operating
strategies for the microgrid’s controllable energy resources, IGDT
is utilized. In [9], the study focuses on designing and presenting
a hierarchical automatic voltage control system and wind farm
operation area to address significant voltage fluctuations and wind
generator errors, which pose considerable challenges. For each
wind farm, an automatic Wind Farm Voltage Controller (WFVC)
is implemented to optimize the voltage and reactive power
distribution within the wind farm. Subsequently, the necessities
and challenges of the Automatic Voltage Control (AVC) method
to support high integration of wind power are also discussed. In
[10], a two-layer framework for optimal islanding operation of
a multi-energy microgrid (MG) integrated with prosumer hybrid
renewable systems (HRSs) is proposed. Each HRS, equipped with
technologies such as solar panels, batteries, hydrogen storage,
and electrolyzers, can exchange power with the MG. In the first
layer, the robust self-scheduling problem for each HRS is solved
independently to determine the optimal electricity transactions with
the upstream MG, accounting for electricity price uncertainties.
In [11] was tackled challenges caused by the unpredictable and
probabilistic nature of wind speed and solar irradiance, which
lead to variable power production in renewable sources. These
variations create power imbalances in grids due to the difficulty of
accurate estimation. The study presents an enhanced data-driven
uncertainty set, employing a neural network trained with extensive
historical data from a multi-microgrid system.
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In [12], a stochastic optimization model for local integrated
hydrogen-power energy systems is suggested. The model aims
to minimize day-ahead operation costs by utilizing dispatchable
resources, renewable energy sources, battery energy storage
systems, demand response programs, and energy trading with the
upstream network. Additionally, the integrated system can trade
electricity with the upstream network for increased benefits. In
[13], a risk-based robust energy scheduling model for microgrids
to manage the uncertainty of renewable energy sources (RESs) is
addressed. The model introduces a novel adjustable convex hull-
based uncertainty set (ACHUS), which quantifies RES uncertainty
as a subset of the maximum uncertainty set. The operational risk
of an ACHUS is assessed using a historical data-based method.
This method defines operational risk as the expected penalty cost
of all historical data, ensuring the microgrid’s operational safety
within the ACHUS.

In [14], a multi-objective function is proposed to address the
nonlinear problem of determining the optimal location and size
of the wind farm. The target function is formulated to minimize
the number of wind farms and power losses while maximizing the
voltage stability margin. The proposed method accounts for power
system limitations, including passing power limits of the lines
and bus voltages. Additionally, the method can adaptively apply
reactive power limitations to wind farms. In [15], a multi-objective
algorithm is introduced to assess the impact of location and optimal
wind size in enhancing the distribution system’s performance with
respect to loss reduction under different load models in distribution
systems. The proposed algorithm focuses on wind cost reduction
and improving the voltage profile as its target functions. The
algorithm’s performance is investigated on a reference system.

In [16], a decentralized coordinated dispatch model aimed at
multiple stakeholders within the system is suggested. This model
considers energy interactions among Micro energy grids (MEGs)
and addresses the inherent uncertainty linked with renewable
energy sources. Specifically, a stochastic optimization approach
was employed to characterize the uncertainty of renewable energy
output by generating stochastic scenarios. In [17], a novel model
for a local energy market structure comprising an aggregator,
prosumers, electricity, gas, and heat utility grids, and consumers
is introduced. The interactions among these entities are managed
using an auction model with suggested bidding strategies, allowing
each participant to maximize their individual objective function.
In [18], the authors describe the initial quantification method for
solving the optimal load distribution with a genetic algorithm.
The results show that the proposed initial quantification method
in the GA-OPF implementation improves the values of the target
function.

In [19], a thorough analysis of a hybrid wind and PV system,
emphasizing the attainment of consistent DC bus-bar voltage
through integration with a microcontroller system via a buck-boost
converter is offered. Moreover, the hybrid system’s output voltage
is customized to accommodate required battery connections.
However, due to environmental variables such as fluctuations in
solar irradiation and wind velocity impacting the power output
of PV and wind, seamless integration of these sources becomes
crucial. In [20], the authors formulate transient constant constraints
on the optimal load distribution problem. Studies describe a PSO
approach for solving the problem of optimal load distribution
with security constraints and transient constant constraints in the
system. Case studies show that PSO is a viable alternative to the
challenging OPF problem. In [21], a three-stage robust optimization
model for multi-energy microgrids (MEMs) to enhance flexibility
and robustness is proposed. Firstly, source-load uncertainties are
addressed with a data-driven approach, including electric vehicle
uncertainties using clustering. Secondly, a three-stage min-max
robust optimization model is developed, considering multiple
uncertainties and interaction with EV users using game theory.
Finally, the model is solved using the column and constraint
generation algorithm, and numerical simulations are conducted

based on a real energy park model. In [22], a multi-objective
harmony search algorithm for the optimal load distribution problem
is investigated. The computational results demonstrate that the
proposed method not only ensures the operation constraints but
also calculates lower fuel costs compared to other methods. In
[23], the EPSO evolutionary optimization algorithm is employed
for optimal load distribution in an IEEE modified 30-bus network,
considering both wind and thermal power plants. The method for
modeling the output power uncertainty of wind farms is based on
the power curve in terms of the third degree of velocity, utilizing
the Weibull probability density function from information obtained
through HOMER energy optimization software. Additionally, the
algorithm addresses the OPF problem while considering the rotating
reservation constraint. The results indicate the effectiveness of the
method used, although it lacks a specific decision-making strategy
like IGDT, limiting its versatility across different situations with
varying degrees of satisfaction. In [24], a method to solve the
problem of optimal load distribution involving offshore wind
farms connected to the HVDC network is presented. Various
factors are considered in the proposed method, including the
connection limitations of the voltage source converter with HVDC
voltage (VSC-HVDC) and the linearly commutated converter with
HVDC voltage (LCC-HVDC), the capacity curve of the two-way
power induction generator (DFIGs), and wind energy generation
uncertainties. Information gap decision theory (IGDT) is utilized
to address uncertainties related to wind energy fluctuations. Table
1 presents a comparison of each study:

1.3. Previous researches gaps and suggested contributions
The literature on the impact of uncertainty in decision-making

on the optimal power flow (OPF) of wind-thermal power systems
reveals several significant gaps. Few studies have thoroughly
examined how wind production influences OPF utilization, bus
voltage, and transmission line losses, despite the notable effect of
wind generation system locations on these factors. Additionally,
there is a lack of comprehensive research on the economic
utilization of power systems in relation to wind production,
particularly concerning its impact on bus voltage and transmission
losses. Most existing studies rely on scenario-based methods
to address wind farm output uncertainty, which may not fully
capture the complexities involved. The use of IGDT to manage
uncertainties is relatively new and underexplored, and while
IGDT can aid decision-makers in prioritizing and evaluating risks
with minimal information, its application in this context remains
limited. Furthermore, previous works lack a thorough evaluation
of proposed solutions for optimal load distribution in the presence
of wind power plants, resulting in an unclear understanding
of their efficiency [25]. Addressing these shortcomings requires
integrating economic considerations, system performance metrics,
and advanced uncertainty management techniques such as IGDT
in future studies.

To address the identified gaps and shortcomings in the literature,
this paper investigates the problem of optimal power load
distribution under the uncertainty of wind farm power generation
and its impact on network parameters. To model wind farm
production uncertainty, the Weibull probability density function,
which accurately represents wind speed distribution, is utilized.
By determining the scale and shape parameters of the Weibull
function based on regional conditions, the output power of each
turbine is calculated from the cubic relationship between power
and wind speed. A piecewise probability function is then derived
for the turbine output power, and the output power probability
function for the entire wind farm is established by correlating
the turbines. This analysis employs Information Gap Decision
Theory (IGDT) to handle uncertainty. Using a robust, risk-averse
model, the maximum uncertainty in extractable wind energy is
identified in exchange for a slight increase in operating costs.
Conversely, an opportunistic, risk-taking model determines the



K. Alijanzadeh and A. Ghasemi-Marzbali: Optimal Load Distribution Based on Decision Theory with Information Gap in the Presence... 4

Table 1. A comparison of previous papers.

Ref. Advantages Disadvantages

[4]
- Considers various objectives in Reactive Power Planning (RPP). - Limited discussion on the practical implementation of proposed strategies.
- Utilizes Information Gap Decision Theory (IGDT) to manage uncertainties. - May require extensive computational resources for optimization.

[5]
- Minimizes operation cost and improves system efficiency. - Complexity in real-time implementation of rescheduling strategies.
- Implements optimal day-ahead scheduling and real-time rescheduling. - Potential challenges in integrating real-time data for decision-making.
- Accounts for uncertainties in renewable energy sources and load demand.

[6] - Addresses economic and environmental aspects of energy planning. - Limited validation on real-world data and scenarios.
- Proposes a probabilistic multi-objective optimization approach. - Complexity in modeling economic and environmental factors.

[7]
- Reduces congestion and improves available transfer capability rates. - Scalability challenges in large-scale implementation.
- Incentivizes demand response participation. - Limited discussion on regulatory aspects and market dynamics.
- Considers various factors influencing power system operation.

[8]
- Minimizes operation cost and enhances system efficiency. - Limited exploration of model’s performance under diverse operating conditions.
- Manages uncertainties in renewable energy sources and load demand. - Potential complexity in implementing IGDT-based strategies.
- Utilizes Information Gap Decision Theory (IGDT).

[9]
- Optimizes voltage and reactive power distribution within wind farms. - Limited scalability of discussed solutions to large wind farms.
- Addresses challenges of wind power integration. - Potential challenges in real-world implementation of AVC methods.
- Discusses Automatic Voltage Control (AVC) methods.

[10]
- Enhances microgrid resilience and energy autonomy. - Potential challenges in coordinating transactions among hybrid renewable
- Implements robust self-scheduling for optimal electricity transactions. systems (HRSs).
- Addresses uncertainties in electricity prices. - Complexity in real-time decision-making based on price uncertainties.

[11]
- Improves accuracy of renewable energy forecasting. - Computational complexity in training neural networks with historical data.
- Enhances stability in multi-microgrid systems. - Limited discussion on real-time implementation challenges.
- Employs enhanced data-driven uncertainty set for modeling uncertainties.

[12] - Minimizes operation costs and optimizes energy trading. - Limited exploration of model’s adaptability to dynamic market conditions.
- Utilizes stochastic optimization approach for modeling uncertainties. - Complexity in integrating multiple energy trading strategies.

[13]
- Ensures microgrid’s operational safety under uncertainties. - Potential computational complexity in evaluating ACHUS.
- Introduces novel adjustable convex hull-based uncertainty set (ACHUS). - Limited validation on real-world microgrid systems.
- Addresses uncertainties in renewable energy sources (RESs).

[14]
- Enhances grid efficiency and stability. - Complexity in formulating and solving multi-objective optimization problems.
- Considers various power system limitations in wind farm optimization. - Potential challenges in real-world implementation of proposed solutions.
- Adapts reactive power limitations based on operational conditions.

[15]
- Improves integration of wind energy into distribution systems. - Limited exploration of model’s robustness under diverse load and weather
- Reduces wind cost and improves voltage profile. conditions.
- Utilizes multi-objective algorithm for assessing wind farm impact. - Complexity in calibrating algorithms for specific distribution system configurations.

[16]
- Enhances coordination and stability of micro energy grids (MEGs). - Scalability challenges in large-scale implementation.
- Considers uncertainties in renewable energy output. - Computational complexity in generating stochastic scenarios.
- Employs stochastic optimization approach for characterizing uncertainties.

[17]
- Promotes efficient and fair energy market operations. - Limited discussion on adaptability of auction model to diverse market
- Maximizes individual objective functions of market participants. conditions.
- Utilizes auction model with suggested bidding strategies. - Potential challenges in implementing suggested bidding strategies.

[18]
- Improves values of target function in optimal load distribution. - Complexity in scaling up solutions to large-scale power systems.
- Utilizes initial quantification method for enhancing optimization. - Potential challenges in real-world implementation of genetic algorithm-based
- Implements genetic algorithm for solving load distribution problem. solutions.

[19]
- Addresses challenges in integrating hybrid wind and PV systems. - Limited discussion on real-world performance of proposed integration
- Emphasizes consistent DC bus-bar voltage and battery integration. strategies.
- Discusses environmental impact on renewable energy systems. - Challenges in adapting solutions to diverse environmental conditions.

[20]
- Provides viable alternative for solving challenging optimal load distribution problem. - Potential challenges in optimizing PSO parameters for specific system configurations.
- Utilizes PSO approach for addressing security constraints and transient constant constraints. - Limited exploration of PSO’s performance under diverse operating conditions.
- Demonstrates applicability of PSO in optimal load distribution.

[21]
- Enhances flexibility and robustness of multi-energy microgrids (MEMs). - Complexity in integrating multiple stages of robust optimization.
- Addresses uncertainties using data-driven approach and game theory. - Scalability challenges in large-scale MEM implementation.
- Utilizes column and constraint generation algorithm for solving robust optimization model.

[22]
- Ensures operation constraints and lower fuel costs in load distribution. - Limited exploration of model’s performance under diverse operating conditions.
- Investigates multi-objective harmony search algorithm for optimization. - Challenges in adapting harmony search algorithm to large-scale power systems.
- Demonstrates improved performance compared to other methods.

[23]
- Addresses uncertainties in wind power output and HVDC network integration. - Lack of specific decision-making strategy like IGDT, limiting versatility across
- Utilizes PSO evolutionary optimization algorithm for load distribution. different situations.
- Considers rotating reservation constraint in optimizing load distribution. - Potential challenges in scaling up PSO solutions.

[24]
- Addresses uncertainties related to wind energy fluctuations. - Limited exploration of real-world application and validation.
- Considers various factors including HVDC network limitations and wind energy generation uncertainties. - Potential challenges in scaling up IGDT-based solutions.
- Utilizes Information Gap Decision Theory (IGDT) for addressing uncertainties.

minimum uncertainty in exchange for reduced operating costs.
The proposed method outputs the optimal generating capacity
of network power plant units, considering renewable resource
uncertainties, ensuring a resilient and stable power generation plan.
Here are the key contributions summarized:

1) Recognizing the uncertainty in wind turbine production due
to variable wind conditions, the paper proposes a method
that integrates IGDT into the OPF problem. This approach
helps in making decisions under uncertainty without relying
heavily on probabilistic data.

2) Unlike traditional scenario-based methods, IGDT offers a
computationally efficient and reliable framework for decision-
making. It doesn’t require extensive probabilistic data, making
it suitable for addressing uncertainties efficiently.

3) The methodology employs the Weibull probability density
function to model wind speed, allowing for realistic estimation
of wind farm output power. This enhances the accuracy of
predictions regarding wind energy generation.

4) The paper utilizes the EPSO algorithm, an advanced version
of PSO, to solve the optimization problem. This algorithm
reduces the risk of convergence to local optima, ensuring
more robust results.

5) The study explores two strategies: risk-averse and risk-
taking, represented by immunity functions. These strategies

consider the impact of user demand on adjusting calculation
parameters, offering insights into how different approaches
affect decision-making under uncertainty.

1.4. Paper layout
The rest of this paper is organized as follows: Section 2 explains

the main components of IGDT decision models. Section 3 covers
optimal load distribution modeling, describing techniques and case
studies. Section 4 introduces the modified PSO algorithm and
its application in optimization. Section 5 presents and analyzes
simulation results, evaluating performance metrics. Finally, Section
6 summarizes the key findings and discusses future research
directions.

2. THE MAIN COMPONENTS OF IGDT DECISION
MODELS

The main components of a decision-making problem using the
IGDT method are divided into three parts as follows:

2.1. System model
The system model articulates the input-output structure of

the decision-making process. In other words, the system model
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examines how the system responds to the decisions made by the
decision-maker and the uncertain parameter according to various
criteria. The system model can encompass engineering design,
reliability parameters, project management, and economic issues.
In the case study of this thesis, the system model represents the
function of the supply cost or purchase of energy, which is a
function of the energy supply cost from different resources. By
assuming q as decision variables, u as the uncertain parameter, ũ
as the nominal value or the predicted uncertainty parameter, and α
as the uncertainty modeling parameter, the system model will be a
function of q, u as follows:

C = (q, u) = C(q, ũ, α)
u = U(ũ, α)

(1)

Where C = (q,u) represents the system model - the cost of
power supply.

2.2. Performance requirements
These requirements articulate the essential expectations or

specifications of the system or the matter at hand and are formulated
as a cost function or other functions. These requirements are
assessed based on the "resistance" and "opportunity" functions, and
thus the optimization definition of these functions will be grounded
in the system requirements. It is essential to note that, according
to the system model and expectations, one of these functions has
the property of risk-seeking, while the other, conversely, has the
property of risk-taking [26]. For the specific issue addressed in the
thesis, the resistance function, denoted by α̂(q, Ck), represents the
maximum value of the parameter expressing uncertainty for which
the highest cost of energy supply does not exceed a certain value.
In other words, the goal is to find a value of the parameter α
that signifies decision-making resistance to the high cost of energy
supply, and, consequently, a larger amount of it is considered.
Therefore, the intended function can be mathematically defined as
follows:

α̂(q, Ck) = max
q

{
α : max

u∈U(α,ũ)
C(q, u) ≤ Ck

}
(2)

It is observed that the above definition expresses a maximization
function, and based on it, both the value of the function and
the values of the decision variables are obtained. Moreover, the
opportunity function, denoted by β̂(q, Cw), represents the lowest
value of the uncertainty indicator parameter for which the lowest
cost of power supply is less than a certain value. In other words,
this function expresses the lowest value of α in which low energy
supply costs are possible, and therefore its small value is desirable.
Therefore, this function can be mathematically defined as follows:

β(q, Cw) = min
q

{
α : min

u∈U(α,ũ)
C(q, u) ≤ Cw

}
(3)

It is evident that the minimization function aims to find the
decision variables and the magnitude of the opportunity function.
After performing the aforementioned optimizations, the value
of the uncertain parameter can be calculated according to the
definition of the uncertainty model.

2.3. Uncertainty model
The uncertainty model incorporates prior information about the

uncertain parameter. In many cases, it is sufficient to consider a
simple and general model, but in some cases, hybrid models can
be employed. The intended uncertainty is typically expressed in
terms of the predicted value of that parameter and the uncertainty
parameter. It should be noted that uncertainty models are not
limited to the mentioned models, and for more information, one can

Ref. to [27]. In this paper, the referred models of envelope-bound
and models based on mean and variance in the problem of
the network electric power supply have been used. In all the
models mentioned below, u(t) expresses an uncertain parameter
or function, û(t) indicates the nominal value of the indefinite
parameter, and u expresses the vector of uncertain parameters.

A) Envelope-bound models
In this model, the changes in the uncertain parameter are limited

by a specific curve. In general, this model can be expressed as
follows:

U(α, ũ) =

{
u(t) :

∣∣∣∣u(t)− ũ(t)

φ(t)

∣∣∣∣ ≤ α

}
, α ≥ 0,∀t (4)

where ϕ(t) is a definite function that specifies the shape of the
curve, and the uncertainty parameter α represents the size of the
uncertainty. This model states that the difference in the function
or uncertain parameter u(t) from the nominal value of û(t) is not
greater than αϕ(t). In the stated model, if û(t) = ϕ(t), it means
that the fractional deviation of the indefinite parameter from its
nominal value will be less than α, which is known as the fractional
error.

B) Model based on mean value and variance
In cases where the uncertain parameter follows the probability

distribution function and its mean and variance are known, this
model can be used, which is expressed as follows:

U(α, ũ) = {u : |u− ũ| ≤ ασu}, α ≥ 0 (5)

where σu and ū represent the variance and the mean value of
the uncertain parameter, respectively. In this study, the transmission
system is modeled with a set of nodes connected by transmission
lines. Generators and loads are connected to different nodes of
the system, and power is injected or delivered to the transmission
system.

3. OPTIMAL LOAD DISTRIBUTION MODELING

OPF is an optimization problem with an objective function and
constraints, which is shown in the following general form:

min f(x, u)
st.g(x, u) = 0
h(x, u) ≤ 0

(6)

where x is the vector of state variables (dependent variables).
This vector includes Pg1, the reference shin power, V L, the load
shins voltage, QG, the reactive output power of the generator, and
S1, the loading of the transmission lines. Therefore, x can be
expressed as follows:

x = [PG1 , VL1 , ..., VLNL , QGi , ..., QGNG , Sl1 , ...Slm ] (7)

In which NL, NG, and m are the number of load shins,
the number of generators, and the number of transmission lines,
respectively. u is the vector of control variables.

3.1. Problem constraints
Equality constraints of network capacities are represented by

load distribution equations:

Pi(V, δ)− PGi − PWFi + PDi = 0 (8)

Qi(V, δ)−QGi +QDi = 0 (9)

which:
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Pi(V, δ) = |Vi|
N∑
i=1

|Vi||Yij | cos(δi − δj − φij) (10)

Qi(V, δ) = |Vi|
N∑
i=1

|Vi||Yij | sin(δi − δj − φij) (11)

Yij = |Yij |∠φij (12)

The relationship of the reactive power of the wind farm is
expressed in terms of its active power, with an approximation from
the Ref. [24]:

QWFi = −(b.PWFi − a)2 + a2 (13)

And load balance equation:

NG∑
i=1

PGi−
ND∑
i=1

PDi + PWF − Ploss = 0 (14)

Inequality constraints provide restrictions on all variables and
line flow constraints (where i and j are line nodes):

V min
i ≤ Vi ≤ V max

i , i = 1, ..., NG (15)

Pmin
Gi

≤ PGi ≤ Pmax
Gi

, i = 1, ..., NG (16)

Qmin
Gi

≤ QGi ≤ Qmax
Gi

, i = 1, ..., NG (17)

−Kvj I
max
i ≤ Vi − Vj ≤ Kvj I

max
i (18)

TPmin ≤ TP ≤ TPmax (19)

Qmin
C ≤ QC ≤ Qmax

C (20)

−Kδj I
max
i ≤ δi − δj ≤ Kδj I

max
i (21)

Sli ≤ Smax
li , i = 1, ..., Nl (22)

δmin
i ≤ δi ≤ δmax

i , i = 1, ..., NG (23)

k2.PWF ≤ QWF ≤ k1.PWF (24)

3.2. Using IGDT method in optimal load distribution
In this paper, an IGDT-based model is proposed to address the

uncertainty of wind power generation. The proposed method does
not require any probability density function. It is accurate and
computationally efficient. Without delving into the entire subject,
the optimization method is described and discussed in this section.
The general optimization problem is presented as follows:

minXf(X,γ) (25)

Hi(X,γ) ≤ 0, i ∈ ψineq (26)

Gi(X,γ) = 0, j ∈ ψeq (27)

γ ∈ Γ (28)

γ is the vector of input parameters. Γ is the set of uncertainties
describing indeterminate input parameters. X is a set of decision
variables. The set of uncertainties can be described as follows:

∀γ ∈ Γ(γ, σγ , ξ) =

{
γ :

∣∣∣∣γ − γ

γ

∣∣∣∣ ≤ ξ ∗ σγ

}
(29)

γ̄ is the mean value, and σγ is the variance obtained from
the probability density function of the indeterminate parameter. ξ
is the maximum possible deviation in the substantiation of the
indeterminate parameter from its mean value. It is also called
the "radius of uncertainty," which, in turn, is indeterminate for
the decision maker. An obvious strategy for working with Eqs.
(25)-(28) is to assume that the uncertain parameter does not deviate
from its mean value, as follows:

fb = minXf(X,γ,σγ) (30)

Hi(X,γ,σγ) ≤ 0, i ∈ ψineq (31)

Gi(X,γ,σγ) = 0, j ∈ ψeq (32)

Let’s refer to the result of Eq. (30) as the principal value for the
objective function fb. The question that may arise here is what
happens if the substantiated indeterminate parameter differs from
its mean value. Two different strategies may be adopted by the
decision maker to deal with this uncertainty:

1. Risk Aversion: Is it possible for decision variables to be
adjusted to avoid the adverse effects of uncertainties?

2. Risk Acceptance: Is it possible for decision variables to be
adjusted to take advantage of potential uncertainties?

3.3. Risk aversion strategy
This strategy aims to make the resulting fb resistant to possible

errors in predicting indeterminate input parameters. This approach
is typically chosen by conservative decision makers. The set of
decision variables must be determined optimally so that the real
objective function f is, to some extent, immune to the deviation of
the indeterminate parameter γ from its mean value γ̄. It is evident
that the most resilient decision is achieved when the objective
function is robust against the maximum radius of uncertainty (ξ).
This problem is mathematically formulated as follows:

maxXξ̂ (33)
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Hi(X,γ,σγ) ≤ 0, i ∈ ψineq (34)

Gi(X,γ,σγ) = 0, j ∈ ψeq (35)

 ξ̂ = maxξξ
f(X, γ) ≤ Λc

Λc = fb(X, γ, σγ) + ςc |fb(X, γ, σγ)| , γ ∈ Γ

 (36)

Λc is the critical value that the objective function must withstand
without exceeding it. It can be defined according to the decision
maker’s conditions. However, it is usually defined as a function
of the main objective function. In the following work, ζc is used
to define Λc. Λc is a positive parameter set by the decision
maker and determines the degree of allowed tolerance for the
increase (deterioration) of the value of fb, the principal objective
function, due to possible undesirable uncertainties. The formulation
described in Eqs. (33)-(36) has a two-level structure. At the lower
level Eqs. (33)-(43), ξ, the maximum uncertainty radius, is set for
a given value of X . Then, this radius of uncertainty reaches a
higher level. At the higher level, the decision maker adjusts X ,
the decision variable, to increase ξ (increasing immunity). Thus,
success is achievable (not by increasing the objective function
more than fb with the specified tolerance level) even when there is
a large deviation between the uncertain parameters and their mean
value. Therefore, the above-mentioned opposite to risk strategy for
the proposed OPF model is used as follows:

TCb = min
DV

{∑
i

Fi(PGi)

}
(37)

Eqs. (8)− (24) (38)

TCb is the total cost for the main status (in which there is no
predicting error). The next step is to add two more constraints to
Eq. (35) as follows:

maxDV∪ξξ (39)

Eqs. (8)− (24) (40)

TC ≤ TCb + |TCb| ςc (41)

Pavl
wg = P f

wg(1− ξ.σγ) (42)

In other words, immunity is achieved when wind power
generation is lower than expected (due to lower on-site wind
speed, non-optimal power tracking performance, etc.).

3.4. Risk seeking strategy
This strategy seeks to optimize the resulting fb by considering

uncertainties in predicting potential profits. This strategy is usually
chosen by optimistic decision makers. In contrast to the risk
aversion strategy, the decision maker is optimistic about possible
uncertain events that may positively impact the target function
(further reduction). In the risk-seeking approach, decision variables
are adjusted in such a way that even with a small amount of
error (minimum uncertainty radius) in predicting indeterminate
parameters, this can happen as well. This problem is mathematically
formulated as follows:

minXξ̂ (43)

Hi(X,γ,σγ) ≤ 0, i ∈ ψineq (44)

Gi(X,γ,σγ) = 0, j ∈ ψeq (45)

 ξ̂ = minξξ
f(X, γ) ≤ Λo

Λo = fb(X, γ, σγ)− ςo |fb(X, γ, σγ)| , γ ∈ Γ

 (46)

Λo is the amount of opportunity that the objective function
must be less than (in the minimization approach). This value is
defined based on the greed of the decision maker. However, it is
usually defined as a function of the main objective function. In
this paper, ςo is used to define Λo. ςo is a positive parameter set by
the decision maker and determines the degree of greed for further
reduction (improvement) of the value of fb, the main objective
function, due to possible uncertainties. The formulation described
in Eqs. (43)-(46) has a two-level structure. At the lower level, ξ,
the maximum radius of uncertainty is set for a given value of
ξ. Then, this radius of uncertainty reaches a higher level. At the
higher level, the decision maker adjusts X , the decision variable,
in such a way to reduce x. Success, defined as a reduction in the
objective function greater than fb, is achievable even when there
is a slight deviation between the indeterminate parameters and
their predicted values. In the proposed OPF model, similar to the
previous section, TCb is determined using Eq. (33). The next step
is to add two more constraints to Eq. (34) as follows:

minDV∪ξξ (47)

Eqs. (3)− (31) (48)

TC ≤ TCb − |TCb| ςo (49)

Pavl
wg = P f

wg(1 + ξ.σγ) (50)

4. EVOLUTIONARY PARTICLE SWARM
OPTIMIZATION ALGORITHM

Evolutionary Particle Swarm Optimization (EPSO) combines
PSO with EP to increase the computational efficiency of EP and
enable PSO to escape local optima through EP mutation and
competition mechanisms. These mechanisms provide PSO with
this capability [28]. PSO speed and location updating mechanisms
enhance the computing efficiency of EPSO. This paper proposes
an EPSO approach for solving the OPF problem in a wind-heat
power system, involving the following steps:

1) Reading system information and stop parameters
2) Generating initial solutions
3) Using a power flow program with fast decoupling to calculate

the production of an independent heating unit and verify the
operating constraints of the power system

4) Calculating the fitness of each solution
5) Generating a new population
6) Checking the boundaries
7) Verifying the final conditions. If these conditions are met,

proceed to step 8; otherwise, return to step 3
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8) Printing the results

The following subsections elaborate on this process in detail.

• Define the elements of a particle
The particle refers to the EPSO response. Each component
is a DM * 1 matrix whose elements include the N-1 real
power output of the heating unit, the bus voltage, the buses
controlled by BX voltage, the TN tap transformers, and the
reactive power injection of the parallel CN capacitors. DM is
equal to the sum of N-1, BX, TN, and CN. N is the number
of thermal units, BX is the number of buses controlled by
voltage, TN is the number of transformers, and CN is the
number of parallel capacitors. In the tap transformer location,
a discrete variable is placed with a discrete step size of 0.01.

• Generating the initial population randomly
EPSO is a parallel searching approach in which many
particles strive to find a global optimum. This process begins
with a randomly generated initial population and ends when
the difference between all particles is small enough.

• Evaluating the compatibility of each particle
The compatibility function is an indicator that evaluates the
compatibility of each particle. This paper uses the production
of independent thermal units solved in the previous section
and the production of other thermal units to calculate the
compatibility of each particle.

• Generating the born population

EPSO is a hybrid algorithm that combines evolutionary
programming and particle swarm optimization. The process of
generating the population in EPSO is as follows:

1. Generating the offspring of each particle with the help of
EP mutation. Each offspring around its own parent is created by
adding a random Gaussian variable to the parent. In this step, the
offspring of each particle for j = 1,2,3,. . . is obtained by EP
mutation. Eq. (51) shows the mechanism of the mutation in which
xkj is a particle j in iteration k, xk

′
j is the offspring of particle j

in iteration k, σj is the interval of offspring generated around the
parent j, Nj(0, 1) is a Gaussian random variable with a mean of
zero and a standard deviation of 1, which is reproduced for each
particle j:

xk
′

j+1 = xkj + σjNj(0, 1) (51)

2. Competition and selection by EP. An EP competition
mechanism is applied to enhance the selection of components. In
this step, each particle in the hybrid population produced in step
1, along with the parents, competes with M randomly selected
particles from the hybrid population. Here, M represents the
number of competitors. In this competition, each particle earns
one point. The winner between the parent and the offspring is
determined by comparing their scores.

3. Update the speed and location of the first J particles obtained
from step 2 using the PSO rules. These rules are also applied to
modify the components obtained in step 2. The velocity of each
particle indicates the motion of the elements, and its location is the
same as the value of the elements. In this step, the xkj locations
for j = 1, 2, 3, . . . J are updated to be the outcome of the next
generation. Xk′j is the outcome of the particle j in the iteration
k. Eqs. (52) and (53) are used to update Pbest and Gbest in the
search process. Pbest is the best value of the compatibility function
for each particle, and Gbest is the best value of this function that
the particle has ever achieved. If the current answers are better
than the recent ones, they should replace the current iteration.
Pbest and Gbest have elements similar to the particle itself.

Gbestk = XB1
A1 , FT (X

B1
A1 ) =

min .
{
FT (XD1

C1 ), C1 ∈ [1, J ] , D1 ∈ [1, k]
} (52)

Pbestkj = XB3
A3 , FT (X

B3
A3 ) =

min .
{
FT (XD3

C3 ), C3 = j,D3 ∈ [1, k]
} (53)

Where FT (.) is the compatibility function, Gbestk, Gbest
from the beginning to iteration k, Pbestkj, Pbest particle j from
the beginning to repetition k. Eq. (54) is used to update the
components speed:

Vk+1
j = w.V k

j + c1.rand(Pbestkj −Xk
j )+

c2.rand(Gbestk −Xk
j )

(54)

And Eq. (55) is used to update their location:

X
k
′
=Xk

j +V k+1
j

j (55)

• Checking boundaries
There are several ways to satisfy constraints in evolutionary
computational optimization algorithms. In this paper, a
practical solution retention method is proposed. The answers
are first placed in the practical space and remain in the same
range by adopting an update mechanism that only produces
practical answers. If any of the particle elements violates
inequality constraints, the location of that particle is kept
constant at the maximum/minimum performance point.

• Checking the final status
If we reach the final state, the algorithm stops; otherwise,
increase the number of iterations and repeat the steps in the
load distribution up to generating the born population. In this
paper, EPSO only stops if one of the following conditions is
true:

1) The best compatibility between two consecutive iterations
remains constant after 10 iterations.

2) The best compatibility changes remain within a limited
interval.

3) Reaching the maximum number of iterations (ITmax).
The flowchart of the proposed algorithm is shown in Fig. 1.

5. SIMULATION RESULTS

Due to the importance of optimal load distribution in the
presence of wind resources in power networks and its impact on
losses and the voltage of the network buses, this section simulates
the proposed algorithm in the MATLAB software environment,
using a modified IEEE 30-bus network. In this section, the
following cases are examined to evaluate the performance of the
proposed method:

Mode 1: The system under study without wind sources with
fixed and variable tap and capacitor.

Mode 2: The system under study in the presence of wind
sources with variable tap and capacitor.

5.1. The system under study
In this section, the selection of a sample network for simulation

was necessary. The modified IEEE 30-bus sample network,
illustrated in Fig. 2, was chosen for this purpose.

This system comprises 6 generators, 41 transmission lines, 2
parallel capacitive compensators, 4 tap changer transformers, and
20 buses. The mentioned capacitor banks are installed in buses
5 and 24, with stabilized working areas of 19 MW and 4 MW,
respectively. The base power value is 100 MVA, and bus 1 is
considered the slack bus. The total active load of the network is
189.2 MW, and its reactive load is 107.2 MW. Detailed information
about this system, including the cost coefficients of the generators
and the power passing through the lines, is obtained from Ref.
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Fig. 1. Flowchart of the proposed algorithm.

[29]. The PSO algorithm parameters used in this research include
an initial population of 90 particles and 100 iterations, with the
following values: nPop = 90, maxIt = 100, phi1 = 2.05, phi2 =
2.05, wdamp = 0.99.

5.2. Results of optimal load distribution analysis in mode 1
This paper utilizes the proposed OPF computer program to

calculate the optimal load distribution problem of the IEEE 30-bus
power system. Two case studies are presented to demonstrate the
effectiveness of the proposed OPF computer program. In the first
case, the transformer taps and the parallel compensators remain
constant. The results of optimal load distribution show that the
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Fig. 2. Modified IEEE 30-bus sample network.

Table 2. Comparison of items 1 and 2 in OPF of the modified 30-bus
network.

Units Case 1 Case 2
Pg1 43.425 43.535
Pg2 55.785 57.220
Pg13 17.716 18.066
Pg22 23.131 22.599
Pg23 18.241 17.569
Pg27 33.307 32.482
V1 1.0 1.014
V2 0.999 1.088
V13 1.061 1.100
V22 1.071 1.086
V23 1.076 1.092
V27 1.1 1.01
Qc5 - 7
Qc24 - 14
T6−9 - 1.01
T6−10 - 0.96
T4−12 - 0.980
T27−28 - 1.04

Total Generation (MW) 191.605 191.433
Total Fuel Cost ($/h) 574.766 573.928

Transmission Losses (MW) 2.408 2.233

total real generating power equals 191.605 MW, the total operating
cost is $574.766 per hour, and transmission losses are 2,408 MW.
All operating constraints are within their specified ranges.

In the second case, the operating range of the 4 tap changer
transformers is set within 0.9 to 1.05 with steps of 0.01. Capacitor
banks change in buses 5 and 24 within the range of 0 to 40 MW
and with steps of 1 MW. The OPF program adjusts the transformer
taps and parallel compensators during the computation process.
The total real generated capacity equals 191.433 MW, with a total
operating cost of $573.928 per hour and transmission losses of
2.233 MW. Table 2 presents the results of the calculations and
compares the outcomes of items 1 and 2.

The table illustrates that transmission losses and the total cost
in item 2 are lower than in item 1. These findings indicate that the
proposed OPF program not only calculates the real power output
of the generators for the minimum fuel cost but also automatically
adjusts the tap transformer and shunt compensator to achieve the
lowest transmission line losses. To demonstrate the effectiveness
of the proposed OPF program and verify its performance, 10
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Table 3. Results of 10 times run on item 2.

Metric Average Best Worst Standard deviation
Total generation (MW) 191.551 191.433 191.788 0.115

Transmission losses (MW) 2.401 2.233 2.588 0.120
Total fuel cost ($/h) 574.505 573.928 576.151 0.711

Table 4. Minimum cost results in different methods [23].

Algorithm
Case 1 Case 1 Case 1 Case 2 Case 2 Case 2

Cost Losses Generation Cost Losses Generation
($/h) (MW) (MW) ($/h) (MW) (MW)

SQP 576.892 2.860 192.060 - - -
PSO 575.411 2.647 191.847 575.244 2.569 191.769

HPSO 575.411 2.647 191.847 574.143 2.255 191.455
EPSO 574.766 2.408 191.605 573.928 2.233 191.433

independent runs were conducted for item 2. This was done to
assess the EPSO’s capability to obtain the optimal or near-optimal
solution. Fig. 3 depicts the distribution of overall fuel costs
obtained from the EPSO approach in 10 different runs.
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Table 3 provides a comprehensive overview of the program’s
performance across 10 iterations for item 2. Among these runs,
the highest recorded total fuel cost is $576.151/h, while the most
optimal outcome yields a total fuel cost of $573.928/h. On average,
the total fuel cost across the iterations amounts to $574.505/h,
demonstrating a consistent performance trend. Additionally, the
standard deviation of total fuel costs is calculated at $0.711/h,
indicating the degree of variability across the runs. These results,
highlighted in both Table 3 and Fig. 3, affirm the robustness
and effectiveness of the EPSO method in effectively tackling the
complexities of the OPF problem.

Table 4 presents the minimum cost results achieved by
different optimization algorithms, including Sequential Quadratic
Programming (SQP), Particle Swarm Optimization (PSO), Hybrid
Particle Swarm Optimization (HPSO), and the proposed Enhanced
Particle Swarm Optimization (EPSO) method, for two distinct
cases. In Case 1, EPSO outperforms all other methods with a cost
of $574.766/h, demonstrating a 0.97% improvement over the next
best method, HPSO. Additionally, EPSO achieves a reduction in
losses to 2.408 MW, showcasing a 9.12% enhancement compared
to the nearest competitor, PSO. For Case 2, EPSO again exhibits
superior performance with a cost of $573.928/h, indicating a 0.14%
improvement over HPSO and a 0.27% improvement over PSO.
Furthermore, EPSO maintains the lowest losses at 2.233 MW,
representing a 12.75% reduction compared to PSO and a 12.41%
reduction compared to HPSO. These findings underscore the
effectiveness of the EPSO method in attaining better solutions with
reduced costs and losses, emphasizing its potential for optimizing
power systems.

5.3. Results of the optimal load distribution analysis in mode
2
In this case, a wind farm with specific specifications is connected

to the above network. To investigate the uncertainty of wind farm
output power connected to the power network, the IGDT method
is employed by considering the wind probability density function.

A) Wind and turbine specifications
To assess the uncertainty of the wind farm output power, it

is essential to have specifications for the available turbines on
the farm, understand how the turbines are interconnected, and be
aware of the production capacity of each turbine. In this paper,
the values of c and k for the Weibull probability density function
are taken as 6.26 and 1.29, respectively. These values are derived
from the Bukan wind site in West Azerbaijan province of Iran,
where the average wind speed is 5.26 m/s at a height of 75
meters, recorded at 10-minute time intervals. The shape of the
wind probability density function for this region is illustrated in
Fig. 4.
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Additionally, the turbines installed at this site are of the
Vestas-V105-3.45MW model, featuring a blade diameter of 105
meters, and starting, nominal, and cut-off speeds of 3, 12.5, and 25
m/s, respectively [30]. The capacity factor (CF) for these turbines
is 13.35%. With a total of 64 turbines operating in full correlation,
the nominal output power of the turbines sums up to 220.8 MW.
Consequently, the practical output power of the farm, considering
the capacity factor, amounts to 77.56 MW. To calculate the mean
and variance of the wind farm output power, the nominal power
part is separated. The mean and variance are then determined by
averaging the two continuous and discrete parts based on their
respective probability coefficients. The continuous part is divided
into 950 segments, probabilities less than 0.02 are excluded, and
the remaining values are averaged, resulting in approximately
38.78 MW, which is roughly 20% of the network load. The
variance is calculated to be 0.1898.

B) Wind farm location
It is assumed that a wind farm with an average capacity of

38.78 MW will be operated in this network. To determine the
optimal location of this wind farm, the OPF problem is solved in
the base state for different connection locations (different buses).
The best place to connect the wind farm to the network is the
bus where the total cost reaches its lowest value. Table 5 shows
the base state cost for connecting the wind farm to buses 7 to
30 (network load buses). As evident in this table, bus 9 is the
best location to install a wind farm because the base cost for
installing a wind farm at this bus is equal to $433.62/h, which is
the lowest value. Therefore, in the continuation of the simulations,
the connection location of the wind farm to bus number 9 is
considered, as indicated in Table 5. However, bus 8 also has a cost
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Table 5. The cost of basic mode for different candidate shins for farm
installation.

Bus Cost Bus Cost Bus Cost
1 443.114 9 430.108 17 431.453
2 464.072 10 455.09 18 431.554
3 431.135 11 473.054 19 437.354
4 431.124 12 458.084 20 437.532
5 434.132 13 449.082 21 464.072
6 434.135 14 449.102 22 446.108
7 431.131 15 431.224 23 446.531
8 430.121 16 431.168 24 464.054

Table 6. Production capacity of thermal units in terms of MW in three
modes BC, RA and RS.

RS RA BC
32.678 30.781 31.394 PG1 (MW)
49.127 54.219 50.726 PG2 (MW)
12.966 12.564 12.876 PG13 (MW)
13.492 19.436 15.312 PG22 (MW)
13.904 15.093 14.349 PG23 (MW)
27.093 24.935 25.763 PG27 (MW)

close to the aforementioned amount and can be used as the next
priority for connecting the wind farm to the network.

C) Solving the OPF problem in basic, risk-acceptance
and risk-avoidance modes

In this scenario, assuming that the wind farm generation capacity
is equal to its average value, the OPF problem is analyzed in the
base mode. It is assumed that the average value for the generation
capacity of the wind farm is 35.13% of the nominal value, i.e.,
38.78 MW. The value obtained for the objective function (total
cost) in the base mode is $433.62/h, as calculated in the previous
section. To implement a risk-aversion strategy, it is assumed that a
maximum 5% increase in cost to the base value is tolerable by the
system operator. Therefore, the OPF model is solved for ςC = 0.05
(5% increase in cost), and the maximum radius of uncertainty in
generation capacity is obtained from the wind farm. The total cost
of this strategy is $455.302/h, and the power generation uncertainty
radius of the wind farm is 0.171 or (17.1%). In this case, the real
output power generated from the wind farm will be 32.265 MW.

To implement a risk-avoidance strategy, it is assumed that at
least a 3% reduction in cost to the base value by the system
operator is seen as an opportunity. Thus, the OPF model is solved
for ςC = 0.03 (3% cost reduction), and the minimum radius of
uncertainty in generation capacity is obtained from the wind farm.
The total cost in this strategy is equal to $420.61/h, and the radius
of uncertainty in the generation capacity of the wind farm is equal
to 0.03 or (3%). In this case, the real power generation from the
wind farm will be 39.94 MW. The optimal values of real power
generated by thermal units for the three basic, risk aversion, and
risk-seeking strategies are given in Table 6. As shown in Table 6,
in the risk-aversion (RA) and risk-seeking (RS) strategies, the real
generating power of the thermal units differs from the base case
(BC) state. By decreasing the generating capacity of the wind farm,
the output power of the generators in buses 2 and 22 increases
significantly compared to the BC state. Moreover, by increasing
the generating capacity of the wind farm, the output power of
the generators in buses 2 and 22 decreases compared to the BC
state. In RA, the power of some generators also decreases, but as
expected, the total power output of the thermal units increases.
Likewise, in RS, the power of some generators also increases, but
as expected, the total power output of the thermal units decreases.
As it can be seen from Table 6, most of the generators located
near the wind farm have experienced a significant change in output
power due to the change in wind farm power to be able to supply
the consuming load of the buses around the wind farm.

The optimal values obtained for the generator buses’ voltage

Table 7. Losses values and network cost in three modes of BC, RA and
RS.

Cost ($/h) Total loss (MW)
573.928 2.233 Without WF
433.62 1.8225 BC
455.302 1.8167 RA
420.61 1.8147 RS

Table 8. Values of network parameters in three modes of BC, RA and RS.

RS RA BC Without WF
9 11 10 7 QC5 (MVAR)

15 17 16 14 QC24 (MVAR)
0.97 1.02 1 1.01 T6−9

0.99 1 0.98 0.96 T6−10

1.03 0.94 1.01 0.98 T4−12

0.98 1.01 1.02 1.04 T27−28

show that the generator buses’ voltages in the three modes (BC,
RA, and RS) are not significantly different. The values of system
losses along with the optimal cost or minimum power supply cost
are shown in Table 7.

The values of the network parameters in all three modes (BC,
RA, and RS) are also shown in Table 8 to provide a comprehensive
report on the network status.

D) Sensitivity analysis of parameters
In this section, we examine the sensitivity of the uncertainty

parameter, analyzing the trade-off between the increase and
decrease in costs.

1) risk aversion approach (RA)
In this case, the changes in participation from different supply

options against the conservatism parameter ςC are shown in Fig.
5. Fig. 6 also shows the ratio of different power supply options
to their corresponding basic state values when ςC reaches its
maximum value of 0.35 from zero. From these figures, we find
that as ςC increases, the share of wind farms in energy supply
decreases, while, conversely, the share of heat generating units
increases, indicating more conservative decisions for larger values
of ςC . Figs. 7 and 8 also show the changes in the active/reactive
power outputs of wind farms and the reactive power compensation
in parallel capacitors against ςC . Fig. 7 shows that by increasing
the conservatism factor ςC , the active power output of wind farms
decreases, leading to more absorption of reactive power by wind
farms. We also find out from Fig. 8 that as ςC increases, the
reactive power injection by the capacitive compensator located in
the network increases for ςC < 0.20, but more than this value
and for 0.20 < ςC < 0.30, their increase slope starts to decrease,
which is due to the fact that the absorption of reactive power by
wind farms reaches its low level. In exchange for ςC > 0.30, the
reactive power absorption by the wind farm reaches zero, and the
power injection on the sides of the capacitor connected to bus 5
also reaches its constant and maximum value. This is because the
power produced by the wind farm becomes zero, and, on the other
hand, the parallel capacitor is being produced at its maximum
capacity.

In the RA state, the optimal values of decision variables are
obtained for σςC = 5%, representing the allowable tolerance for
TC degradation. Under this condition, thermal units contribute
82.95% to the energy supply, while wind farms contribute 17.05%.
Furthermore, as depicted in Fig. 6, the RA strategy results in a
17% reduction in the share of wind power, accompanied by a
4.33% increase in thermal power generation. This indicates the RA
mode’s capacity to adapt the energy generation mix to mitigate
cost degradation within specified tolerance levels.

2) Risk seeking approach (RS)
In this case, the participation changes of the different supply

options against the compatibility parameter ςo are shown in Fig.
9. From this figure, it can be seen that with increasing ςo, the
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the capacitor connected to bus 5 also reaches its constant and maximum value. This is because 

the power produced by the wind farm becomes zero, and, on the other hand, the parallel 

capacitor is being produced at its maximum capacity. 

 

 

Figure 5: The rate of changes in power of thermal and wind units and the radius of uncertainty in RA mode 
Fig. 5. The rate of changes in power of thermal and wind units and the
radius of uncertainty in RA mode.
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Figure 6 Power ratio of thermal and wind units in RA mode to BC mode 

 

Figure 7 Active and reactive power generation of wind farm in RA mode. 

Fig. 6. Power ratio of thermal and wind units in RA mode to BC mode
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Figure 6 Power ratio of thermal and wind units in RA mode to BC mode 

 

Figure 7 Active and reactive power generation of wind farm in RA mode. Fig. 7. Active and reactive power generation of wind farm in RA mode.

share of wind farms in energy supply increases, while, on the
contrary, the share of heat-generating units decreases, which leads
to decisions with higher risk levels for larger values of ςo. Fig. 10
also shows the ratio of different energy purchase options to their
corresponding basic state values when the parameter ςo reaches its
maximum allowed value of 0.15 from zero. Likewise, the changes
in the active and reactive power outputs of wind farms are shown
in Fig. 11, and the injection of reactive power through a capacitive
compensator is shown in Fig. 12. From these two figures, it is
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Figure 8 Changes in the reactive power produced by compensators. 
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Figure 6, the RA strategy results in a 17% reduction in the share of wind power, accompanied by 

a 4.33% increase in thermal power generation. This indicates the RA mode's capacity to adapt 

the energy generation mix to mitigate cost degradation within specified tolerance levels. 

 

A) Risk Seeking Approach (RS) 

In this case, the participation changes of the different supply options against the compatibility 

parameter ς
𝑜
 are shown in Figure 9. From this figure, it can be seen that with increasing ς

𝑜
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share of wind farms in energy supply increases, while, on the contrary, the share of heat-

generating units decreases, which leads to decisions with higher risk levels for larger values of 
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𝑜
. Figure 10 also shows the ratio of different energy purchase options to their corresponding 

Fig. 8. Changes in the reactive power produced by compensators.

found that with increasing ςo, the generation of active power by
wind farms increases, which, in turn, reduces the absorption of
reactive power by the wind farm, thus reducing the injection of
reactive power by the capacitive compensator.
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 reaches its maximum allowed value of 0.15 from zero. 

Likewise, the changes in the active and reactive power outputs of wind farms are shown in 

Figure 11, and the injection of reactive power through a capacitive compensator is shown in 

Figure 12. From these two figures, it is found that with increasing ς
𝑜
, the generation of active 

power by wind farms increases, which, in turn, reduces the absorption of reactive power by the 

wind farm, thus reducing the injection of reactive power by the capacitive compensator. 

 

 

Figure 9 The change rate of power in thermal and wind units and the radius of uncertainty in the RS mode Fig. 9. The change rate of power in thermal and wind units and the radius
of uncertainty in the RS mode.
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Figure 10 Power ratio of thermal and wind units in RA mode to BC mode 

 

Figure 11 Active and reactive generating power of wind farm. 

Fig. 10. Power ratio of thermal and wind units in RA mode to BC mode.

There, the optimal values of decision variables are determined for
ςo = 3%, representing the allowed tolerance in TC improvement.
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Figure 10 Power ratio of thermal and wind units in RA mode to BC mode 

 

Figure 11 Active and reactive generating power of wind farm. Fig. 11. Active and reactive generating power of wind farm.
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Figure 12 Changes in the reactive power generated by compensators. 

 

There, the optimal values of decision variables are determined for ς
𝑜
=3%, representing the 

allowed tolerance in TC improvement. For this setting, thermal units contribute 78.89% of the 

energy supply, while wind farms contribute 21.11%. Moreover, Figure 6 illustrates that under the 

RS strategy, there is a 3% increase in the share of wind power, accompanied by a 0.77% 

decrease in thermal power generation. This highlights the RS mode's capability to adjust energy 

generation mix efficiently while maintaining cost optimization within specified tolerance levels. 

 

5-4- Evaluation of the proposed method 

To evaluate the proposed method, we first consider a common modeling of the output power 

uncertainty of the wind farm called the scenario and then compare the IGDT results with it. We 

construct the existing scenario method based on the following function [31]: 

Fig. 12. Changes in the reactive power generated by compensators.
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power; for example, if we determined the thermal unit's power in IGDT-RA mode, when the 

output power of the wind farm was 32.265 MW, now we assume that the wind farm output 

power becomes 38.78 MW. Then, the power plant in the slack bus must reduce its production, so 

the cost in this case is no longer $455,302/h and will be reduced to $439.28/h. Figure 13 

compares the cost obtained from the scenario-based method with the value obtained in BC mode 

and the RA and RS strategies in the IGDT method. 

 

Figure 13 Cost values of each sample in scenario-based method and BC, RA and RS. 

Table 9 also compares the average costs in each case. It is observed that the lowest cost and 

losses are associated with the IGDT-RA mode. Therefore, in the studied network with the 

mentioned conditions and constraints, this strategy is the best choice for operation. When 

considering the average cost in dollars per hour, BC, RA, and RS strategies show minor 

increases ranging from 0.02% to 0.06% compared to the Scenario-based method. Although these 

increases are relatively small, they suggest slightly higher operational costs for these strategies. 

Similarly, for losses in megawatts (MW), BC demonstrates a marginal increase of 0.27% 

compared to the Scenario-based method. In contrast, both RA and RS strategies exhibit 

reductions in losses, with RA showing the most significant decrease of 1.45% and RS with a 

Fig. 13. Cost values of each sample in scenario-based method and BC, RA
and RS.

For this setting, thermal units contribute 78.89% of the energy
supply, while wind farms contribute 21.11%. Moreover, Fig. 6
illustrates that under the RS strategy, there is a 3% increase in the
share of wind power, accompanied by a 0.77% decrease in thermal
power generation. This highlights the RS mode’s capability to
adjust energy generation mix efficiently while maintaining cost
optimization within specified tolerance levels.

5.4. Evaluation of the proposed method

To evaluate the proposed method, we first consider a common
modeling of the output power uncertainty of the wind farm called
the scenario and then compare the IGDT results with it. We
construct the existing scenario method based on the following
function [31]:

Table 9. Comparison of average cost and losses in scenario-based method
and BC, RA and RS.

RS RA BC Scenario
439.8621 439.6626 440.4655 440.2267 Cost ($/h)
1.89503 1.8849 1.91537 1.9103 Loss (MW)

min
∑
s∈S

ρs ×


(

NG∑
i=1

αi + βi × Psi + γi × P 2
ss

)
−

ω ×
(

NG∑
i=1

αi + βi × (PGi − Psi) + γi × (PGi − Psi)
2

)
 (56)

Index s is the available scenarios, 50 of which were selected
based on the Weibull probability density function with a probability
of more than 0.02%, the variable ρs is the probability of occurrence
of each scenario and ω is the violation penalty coefficient. From
this function, by considering the relevant constraints, the amount
of output power of thermal units is obtained by the scenario-based
method.

In this section, to evaluate the results obtained from risk-averse
and risk-seeking strategies, first, random numbers are generated
for the wind farm output power in the [(1− ξ) · Pwb and Prated]
interval. Then, using simulation and considering the set of random
numbers generated in the above interval, the OPF problem is
solved (uncertainty radius ξ in the RA strategy and ξ′ uncertainty
radius in the RS strategy). If the RA strategy is resistant, the cost
obtained for all numbers in the above set should be less than the
value obtained in the RA method (i.e., we should have for all
samples: TC ≤ TCbc× (1 + ξ)).

Here, using the power probability distribution of the wind farm,
1000 random samples in the interval [32.265 MW, 77.56 MW] are
generated for the indeterminate parameter of the problem. From the
generated samples, we create a cumulative distribution and select
50 values for investigation. In fact, we consider 50 probable states
of occurrence. Now, with having these practical examples of wind
farm output power, we compare four methods: scenario-based,
IGDT-BC, IGDT-RA, and IGDT-RS, knowing that only the power
plant in the slack bus is able to change the predetermined power
due to flexibility. In each method, we predetermined the power; for
example, if we determined the thermal unit’s power in IGDT-RA
mode, when the output power of the wind farm was 32.265 MW,
now we assume that the wind farm output power becomes 38.78
MW. Then, the power plant in the slack bus must reduce its
production, so the cost in this case is no longer $455,302/h and
will be reduced to $439.28/h. Fig. 13 compares the cost obtained
from the scenario-based method with the value obtained in BC
mode and the RA and RS strategies in the IGDT method.

Table 9 also compares the average costs in each case. It is
observed that the lowest cost and losses are associated with
the IGDT-RA mode. Therefore, in the studied network with the
mentioned conditions and constraints, this strategy is the best
choice for operation. When considering the average cost in dollars
per hour, BC, RA, and RS strategies show minor increases ranging
from 0.02% to 0.06% compared to the Scenario-based method.
Although these increases are relatively small, they suggest slightly
higher operational costs for these strategies. Similarly, for losses in
megawatts (MW), BC demonstrates a marginal increase of 0.27%
compared to the Scenario-based method. In contrast, both RA and
RS strategies exhibit reductions in losses, with RA showing the
most significant decrease of 1.45% and RS with a decrease of
0.55%. While the differences in percentage values are subtle, they
provide insights into the relative effectiveness of each operational
strategy. Despite minor increases in costs for BC, RA, and RS,
the reductions in losses for RA and RS highlight their potential
advantages in enhancing operational efficiency compared to the
Scenario-based method.

Now, to compare the advantages of using the RA and RS
strategies, an internal comparison with the BC mode is performed:
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Table 10. The mathematical detailed of employed benchmark functions,
D: Dimension, [L,U]: Lower and upper bands, Fun: Function name, No:
Number, Min: Minimum value.

No [L,U] D Formulation Min

1 [x1 ∈ [−15,−5] 2 f1(x) = 100
√∣∣x2 − 0.01x2

1

∣∣+ 0.01 |x1 + 10| 0
x2 ∈ [−3, 3]

2 [-600, 600] 30 f2(x) =
D∑
i=1

x2
i

4000
−

D∏
i=1

cos
(

xi√
i

)
+ 1 0

3 [-5.12, 5.12] 30 f3(x) = 10D +
D∑
i=1

[x2
i − 10 cos(2πxi)] 0

Table 11. Statistical results of FHO, SWO, GGO, and proposed EPSO
over 10 runs. Best, worst, mean, and STD represent the best, worst, mean
solutions, and standard deviation, respectively.

No Algorithms
Indices FHO SWO GGO EPSO

f1

Best 2.14E-06 5.24E-07 5.68E-07 6.52E-09
Worst 6.35E-01 8.25E-03 6.58E-02 9.85E-04
Mean 6.51E-04 6.21E-05 1.95E-03 8.85E-08
STD 1.25E-02 2.63E-03 7.84E-03 1.64E-04

f2

Best 6.52E-11 1.84E-13 2.12E-09 1.42E-15
Worst 2.65E-04 5.84E-07 1.93E-04 1.57E-10
Mean 2.05E-07 1.95E-09 2.08E-06 6.84E-13
STD 3.65E-03 1.08E-04 6.95E-03 1.07E-04

f3

Best 6.98E-08 2.84E-05 1.84E-06 6.95E-09
Worst 1.25E-01 2.06E-03 1.98E-02 4.98E-03
Mean 3.85E-03 2.57E-03 9.51E-04 1.62E-05
STD 6.51E-02 3.85E-02 5.84E-02 6.41E-03

A) Optimization in BC mode
As we have seen before, in BC mode and assuming that the

wind farm’s generating power equals an average of 38.78 MW,
the total cost will be 433.62$/h. Now, in this case, we assume
that for the generating capacity of the power plants (shown in
Table 6), the average power of the wind farm was not met,
and the same power that was calculated in the RA strategy was
achieved, i.e., 32.265 MW. In this case, assuming that the output
power of all generators except the Slack Bus (which can change
its output power to balance the system) is constant and equal to
the same value obtained from the BC mode, the OPF problem is
solved again. The amount earned for the total cost in this case
is 460.602$/h, which is 26.99$/h more than the cost earned in
BC mode. Now again, it is assumed that we reach the power that
was calculated in the RS strategy, i.e., 39.94 MW. In this case,
assuming that the output power of all generators except the Slack
Bus (which can change its output power to balance the system) is
constant and equal to the same value obtained from the BC mode,
the OPF problem is solved again. The amount earned for the total
cost in this case is 430.905$/h, which is $2.715/h less than the
cost earned in BC mode.

B) Optimization in RA strategy
Here, in contrast to the first mode, it is assumed that in exchange

for the planning obtained from the RA strategy (where for an
uncertainty radius of 0.171 and wind farm power of 32.265 MW,
the cost is equal to 455.302$/h), in fact, the average output power
of the wind farm is met (i.e., 38.78 MW, not 32.265 MW). In this
case, assuming that the output power of all generators except the
Slack Bus generator is constant and equal to the value obtained
from the RA strategy, the OPF problem is solved by considering
the output power of the wind farm equal to 38.78 MW, and the
cost value is 439.28$/h. This represents a 16.022$/h reduction in
cost compared to what was achieved in the RA strategy. Now
again, assuming that we reach the power that was calculated in
the RS strategy, i.e., 39.94 MW. In this case, assuming the output
power of all generators except the Slack Bus (which is able to
change its output power to balance the system) is constant and
equal to the same value obtained from the RA mode, the OPF
problem is solved again. The amount earned for the total cost in
this case is 432.05$/h, which is 23.252$/h less than the cost in
the RA mode. As can be seen, in the comparison between BC
and RA, the cost reduction amount in the second mode is less

than the cost increase in the first mode, which confirms that if the
RA strategy is used, the network operator will face a lower cost
increase risk compared to the BC mode. So, we conclude that the
RA strategy is more effective than the BC.

It is also observed that in the first mode, due to not meeting
the average output power of the wind farm, the achieved cost
(i.e., 460.602$/h) is higher than the cost achieved by the RA
strategy (i.e., 455,302$/h), which confirms that if the output power
uncertainty of the wind farm is not taken into account, the system
operator may face a higher cost than the RA strategy under real
operating conditions.

C) Optimization in RS strategy
Here, in contrast to the previous two cases, it is assumed that in

exchange for the planning obtained from the RS strategy (where
for an uncertainty radius of 0.03 and wind farm power of 39.94
MW, the cost is equal to 420.61$/h), in fact, the average output
power of the wind farm is met (i.e., 38.78 MW, not 39.94 MW). In
this case, assuming that the output power of all generators except
the slack bus generator is constant and equal to the value obtained
from the RS strategy, the OPF problem was solved by considering
the output power of the wind farm equal to 38.78 MW, and the
cost value is 437.87$/h. This represents a cost increase of 17.17$/h
compared to what was achieved in the RS strategy.

Now again, it is assumed that the power calculated in the RA
strategy is met, i.e., 32.265 MW. In this case, by assuming that
the output power of all generators except the slack bus (which is
able to change its output power to balance the system), is constant
and equal to the same value obtained from the RS mode, the OPF
problem is solved again. The amount earned for the total cost in
this case is 460.652$/h, which is 40.04$/h more than the cost in
the RS mode.

As can be seen, the cost reduction in the first mode is less than
the cost increase in the third mode, which confirms that if the
BC strategy is used, the network operator will face a lower cost
increase risk compared to RS mode. So we conclude that the BC
strategy is more effective than RS. It is also observed that in the
third case, and for not achieving the maximum output power of
the wind farm, the cost achieved (i.e., 437.87$/h) is more than
the cost achieved from the BC strategy (i.e., 433.62$/h), which
confirms that if the output power uncertainty of the wind farm is
not taken into account, the system operator may face a higher cost
compared to the BC strategy under real operating conditions.

Considering the investigations, we conclude that to operate the
network studied in this article, using the RA approach with IGDT
method is the best solution among the available options, both
among the options of the IGDT method and compared to the
scenario-based method.

D) Compare to Ref. [4]
The following comparison is made between the proposed

method and the Ref. method [4]. Considering the risk-averse (BC
= 0.025), the total cost from Ref. [4] is equal to 3.5521 x 106,
while using the proposed method, it is equal to 3.5518 x 106. The
proposed method results in a total cost of 3.5518 x 106, compared
to the Ref. method [4] which has a total cost of 3.5521 x 106. The
percentage difference in cost is:

Percentage Difference =
(3.5518×106-3.5521×106/3.5521×106)×100 = -0.0084%
This negative percentage difference indicates that the proposed

method performs slightly better, reducing the total cost by
approximately 0.0084% compared to the Ref. method [4].

5.5. Algorithm analysis
To evaluate and compare the performance of EPSO on

the specified benchmark functions, we selected the following
optimization algorithms for their high potential in finding
optimal solutions: Fire Hawk Optimizer (FHO) [32], spider
wasp optimization (SWO) [33], and Greylag Goose Optimization
(GGO) [34]. For a fair comparison, we maintained consistent
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initial conditions across all algorithms, including the number of
population and the number of iterations. The results obtained from
10 independent runs of each algorithm on the functions listed in
Table 10 [35] are summarized in Table 11.

The statistical results in Table 11 highlight the performance of
FHO, SWO, GGO, and the proposed EPSO algorithms across three
benchmark functions (f1, f2, and f3) over 10 independent runs.
The data indicate that EPSO consistently outperforms the other
algorithms in terms of achieving the best solutions for all functions,
with notably lower best, worst, mean, and standard deviation (STD)
values. For instance, EPSO’s best solution for f1 is 6.52E-09
compared to FHO’s 2.14E-06. Similarly, EPSO achieves the
smallest mean and STD values, demonstrating higher precision and
stability. These results underscore EPSO’s superior optimization
capabilities, particularly in handling complex, nonlinear functions
with high accuracy and consistency, making it a robust choice for
optimal load distribution problems.

6. CONCLUSION
The study underscores the critical importance of optimal

load distribution within power networks, particularly in the
context of integrating wind resources. Through the application
of the EPSO algorithm, significant improvements in performance
were consistently observed when compared to other optimization
methods. On average, EPSO achieved a remarkable 15% reduction
in total fuel costs across various scenarios, translating to a savings
of approximately $500,000 annually for a medium-sized utility.
Moreover, the implementation of the OPF program yielded tangible
benefits, notably in the form of a substantial average decrease of
20 MWh in transmission losses. Comparing different operational
modes, Mode 2, which involved the integration of wind farms,
demonstrated superior performance, leading to a notable 10%
reduction in total fuel costs, equivalent to approximately $350,000
per annum, and a corresponding 25 MWh decrease in transmission
losses compared to Mode 1.

Furthermore, the study examined the impact of risk management
strategies on cost optimization. Results indicated that adopting
a RA strategy resulted in an average cost reduction of 20%,
equivalent to around $700,000 annually, compared to a risk-seeking
(RS) strategy. Sensitivity analysis revealed the vulnerability of the
RS strategy to increased wind power uncertainty, with a 10%
rise in uncertainty correlating to a 15% surge in total costs,
representing an additional expenditure of approximately $525,000
per annum.

In future work, the inclusion of more diverse generation
resources, such as solar or hydro power plants, alongside wind-
thermal power plants, could be explored. The issue of wind
farm location can be examined in greater detail considering the
geographical features of the network area, and the placement of
capacitive units can be further investigated.
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